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Abbreviations

CoD: Cause of Death.
CSMF: Cause Specific Mortality Fraction. The proportion of deaths due to a specific cause.

CRISP-DM: CRoss Industry Standard Process for Data Mining is the industry standard methodology

for data mining and predictive analytics.
EHR: Electronic Health Record
GATE: General Architecture for Text Engineering.

ICD-10: International Statistical Classification of Diseases and Related Health Problems —10" Revision is a
coding of diseases and signs, symptoms, and external causes of injury or diseases.

IHTSDO: International Health Terminology Standards Development Organisation. Owns and administers
the rights to SNOMED-CT and other health terminologies and related standards

PAS: Patient Administration System
PCVA - Physician Coded Verbal Autopsy

SNOMED-CT: (Systematized Nomenclature of Medicine - Clinical Terms), is a comprehensive health
terminology that is used to code, retrieve, and analyze health data.

UMLS: Unified Medical Language System

VA: Verbal Autopsy

VA Tool: Three components of a VA — questionnaire, mortality classification system and diagnostic criteria.
WEKA: Waikato Environment for Knowledge Analysis Machine learning software.

WHO: World Health Organization

WHO-FIC: World Health Organization Family of International Classifications



Technical Terms

Bayesian Analysis: A statistical technique for analyzing txt. Infers topicality from patterns of words and
phrases present in documents. It is a “probabilistic method” because it returns a likelihood of a document

belonging to a topic.

Class: A number of individuals (persons or things) possessing common attributes that are grouped together

under a general or “class” name.

Classification: The systematic grouping of like things or objects into classes or categories according to

some shared quality or characteristic

Corpus: a large and structured set of texts.

Feature: grammatical feature e.g. as the part of speech: number (single/plural) or gender assigned to a word.
Gazetteer: is a geographical dictionary or directory.

Gold Standard: is a diagnostic test or benchmark that is regarded as definitive.

POS Tagger: part-of-speech. Marking up the words in a text as corresponding to a particular part of speech,

based on both its definition and its context.

Token: any word or other feature of a sentence that has a part of speech tag assigned to it.
Tokenizer: the operation of splitting a string of characters into a set of tokens

Concept: A concept is a clinical meaning identified by a unique numeric identifier (ConceptID)

Term: These can represent the terms that are in everyday use. There are often many synonymous

descriptions for a single concept.

Sensitivity: The proportion of people with a disease who are correctly diagnosed (test positive based on
diagnostic criteria). The higher the sensitivity of a test or diagnostic criteria, the lower the rate of 'false

negatives,' people who have a disease but are not identified through the test.

Specificity: A statistical measure of how well a classification test correctly identifies the negative cases, or
those cases that do not meet the condition. E.g. a medical test that determines if a person has a certain
disease, the specificity of the test to the disease is the probability that the test indicates “negative' if the

person does not have the disease.
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Summary

Verbal autopsy (VA) is widely used as a method of ascertaining cause of death in countries with incomplete
or no vital registration systems. At present much VA interpretation is undertaken by physicians (physician
coded known as PCVA) but this approach is resource hungry, expensive and can be inconsistent. Therefore,

more cost effective alternatives need to be examined for assigning causes of death from VA.

There is significant interest in computers being able “assume” the role of the both the “coder” and
“physician” to ascertain cause of death, although many challenges need to be addressed for this to become

reality.

Although there has been much research into the subject of VA, most has been conducted in the
epidemiological field. However, this report offers a systematic analysis from a computer science perspective
and finds that the formal description and modelling of the problem space is fractured and poorly understood.

This project explores this issue and endeavors to describe, analyse and document the computational
modeling problems associated with the verbal autopsy process and the steps required to address if
computational solutions are to progress. Chapter 1 provides an overall background to verbal autopsies, the
terminological systems which support them and other associated medical text, current approaches in natural
language processing in the medical domain and data mining software which can assist in the computational
process. Chapter 2 outlines how the overall project was managed and describes the three data sets that were
acquired; American Discharge Summaries from the i2b2 challenge and two verbal autopsy data sets; one
provided by the London School of Hygiene and Tropical Medicine, UK and the other from the Institute of
Health Metrics and Evaluation, University of Washington, USA. In Chapter 3 the issues of challenges of
Verbal Autopsy are documented and discussed. To illustrate, a computational prototype was built using
SNOMED-CT Concepts, a nomenclature, GATE (text engineering tool), Python (program language) and
WEKA (machine learning). As part of the process a detailed description on how the three data sets were
prepared is provided, the modelling process and the prototype build together with all the issues and
successes documented. Chapter 4 provides an evaluation of the both the prototype results and the systems
used. In the final Chapter, conclusions are provided with recommendations on further improvements and

future research required in this area.
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Chapter 1: Background

This project topic was originally suggested by Karen Edmond and Betty Kirkwood of the London School of
Hygiene and Tropical Medicine, and Sammy Danso of the Kintampo Health Research Centre, Ghana. They
have conducted research on Verbal Autopsies [1,2] and approached Dr Eric Atwell at Leeds University to
look into computational analysis techniques for Verbal Autopsies. Dr Atwell posted this as an MSc Project
and | took on the challenge.

1.1 Verbal Autopsy: A Definition

Over half of the world’s deaths go undocumented as to the cause [3]. This is in itself a tragedy. However,

this also brings wider issues for major resource for health care planning and prioritization.

Countries that cannot record the number of people who die or why they die cannot realize the full potential
of their health systems [4]. Rapid improvement of vital registration systems in many countries, although
desperately needed is unrealistic. It takes considerable time and investment for countries to implement a
reliable registration system with medical certification of cause of death.

Whilst the developed world has physician death certificates and autopsy data as the basis for their public
health reporting, those in the developing world have adopted an alternative approach to support the
information needs of their health care systems. Many have adopted the method of “verbal autopsy” (VA) -
interviewing the relatives or caregiver about the symptoms and circumstances of a death and then
interpreting the interview material to arrive at cause(s) of death [5]. A cause of death may be assigned by
physician review of the questionnaires or by an algorithm [6].

1.2 Verbal Autopsy: Historical Background

In 1956, Yves Biraud recommended the uses of information supplied by the relatives of a deceased person in
an attempt to establish ““a community diagnosis of the cause of death” [7]. The first simplified lists of causes
of death for use in developing countries were published by the WHO in 1978 [8]. The term *“verbal autopsy”
was first proposed by A.A Kielman in 1983 in his book an “Analysis of Morbidity and Mortality” [9].
However it is the work of Garenne & Fontaine who are considered the founders of the VA technique through
the development of a VA questionnaire used in studies in Senegal [10]. This technique has been adopted
worldwide [11]. There are currently 36 Demographic Surveillance Sites [DSS] in 20 countries, the Sample
Registration (SRS) sites in India and the Disease Surveillance Points (DSP) in China who regularly use VA.
[12]. A map of all countries using VA can be seen in Appendix C.

1



1.3 Verbal Autopsy: The Tools

A standard VA tool (see Fig:1) consists of a VA questionnaire, cause of death classification system and
diagnostic criteria (physician review, expert or data driven algorithm) [5]. The actual questionnaire itself
contains 10-100 questions [see Appendix D for an example]. There are two different interview methods [13].
One uses an in-depth, open-ended history of the final illness asking the care giver to outline the events in
their own words. This is a descriptive account which will then be read and coded. The other technique is
interviewer asking closed questions often pre-coded for use with an algorithm. Most VA’s are conducted
using a mixture of the both the closed and open-ended approach [13].

The interview is conducted by a well trained lay person, medically trained interviewer or health professional
[14]. Much debate has taken place on the pros and cons of using lay and medical trained personnel.
Although to date, the effects and outcomes of different interviewers are not known to have been formally
studied [12]. Those conducting the interviews do receive training, although it is argued that the process
would benefit from standardised guidelines. The understanding of local customs/culture, terminology and
concepts of illness and their symptoms are seen as key in the process of acquiring a quality questionnaire
[12]. The most common interpretation method of the questionnaire is local physician review without
algorithms [6,15,16]. When the VA questionnaire is complete it is sent to a local health facility. On arrival
the VA is annotated using the ICD-10 coding standards by a “coder” and then entered onto a computerized
system either by the coder or a data entry clerk.

In this case each received questionnaire is ! Deaths
reviewed independently by at least two ' B VA uesiomates
F . : : Y - Lanquages
physicians; when there is disagreement a ew— } Mo s el o
third physician is brought in to review. If e | “Type ofespondents and tenienes 2
~ Recall period o
consensus can be gained a cause of death is >
¥ a
decreed. If not, the death is recorded as Interprtation of W Physician review g
] ) . information from " B Predefined expert algorithms . T b
“indeterminate”. The second approach is bty et | F
I 5
expert algorithm. “The algorithm can be e >
developed from textbook description, existing probabity densiy
neural networks
clinical algorithms, local experience of a L -
i i ) Assignment of causes | -
combination of both” [15]. The third approach of death ‘_[ 8 Causeobdesth dassHication
is data driven algorithm [17]. In this case | i
each received questionnaire is reviewed | e
q mortality fractions
independently by at least two physicians;
when there is disagreement a third Fig 1.1 Verbal Autopsy Tools and Process. Source: Soleman et al 2006

physician is brought in to review. 2



If consensus can be gained a cause of death is decreed. If not, the death is recorded as “indeterminate”. The
second approach is expert algorithm. “The algorithm can be developed from textbook description, existing clinical
algorithms, local experience of a combination of both” [12]. The third approach is data driven algorithm [17].
This requires an additional sample of deaths from a medical facility where each cause is known and
symptoms are collected from relatives. Then a parametric statistical classification method (logistic
regression, neural networks and support vector machines) is trained on the hospital data and used to predict
each cause of death in the community [14].

1.4 Terminology Systems

Another important facet to medical reporting and coding are the terminological systems which support the
process. In its basic definition a terminological system is a system which contains standard terms denoting
concepts and their relations which facilitate standardisation and control when recording medical data [18].

The subject of terminology systems is a challenging one. Literature on the subject was found to be unclear
and often difficult to understand which was surprising considering the maturity of the systems and also that
there are two organisations, International Standards Organisation (ISO) and Comite European de
Normalisation (CEN), whose role is to clarify the standards [19]. However, the work of Keizer et al and
Lusignan has very much helped to demystify them and to highlight the key characteristics of these systems,
their purpose and their benefits [18,20]. For the basis of this project the term “terminological system” is an
umbrella for the terms of “classification”, “thesaurus”, “vocabulary”, “nomenclature” and “ontology.” A
terminology, thesaurus, vocabulary, nomenclature, or classification is called a coding system when the
system uses codes for designating concepts.

- - - - T ICD-10 SNOMED-CT UMLS
To explain further; “terminology” is a list of terms, ——
Terminology haled haled halad
a “thesaurus” is ordered terms/synonyms, | Thesaurus ~ - ~
Vocabulary NO * *
“vocabulary” are definitions, “classification” is a | Nomenclature * *
) Classification haiad haiad >
member of an arrangement, “nomenclature” is a [ ontology NO NO -
. . Codi
composition of rules, an “ontology” is a set of | schema Significant | Significant | Non-Significant
L. R . . Hierarchical Hierarchical -
concepts within a domain and the relationships Mnemonic Mnemonic | Partly Mnemonic
- Juxtaposed -

between those concepts. Lastly a coding system is

codes as designators []_8_22]_ Table 1.1 outlines the Table 1.1: Characteristics of Terminological Systems. Source Keizer 2000
**Acceptable for classification * partially acceptable for classification

characteristics of the most well known.

Moving onto coding systems it is recognised that there are three generations coding systems [21]. First-

generation is fixed organisation systems, e.g. ICD are typically hierarchical with simple structure such as a
3



systematic list that is alphabetically indexed. Second-generation SNOMED-INT dynamic organization (i.e.
provide multiple hierarchies) compositional, combining the simple list representation of concepts with a
knowledge base to define and extend these concepts Third-generation systems e.g. SNOMED-CT, are based

on formal models providing symbols denoting concepts and a set of formal rules to manipulate them

For terminological systems that have “significant” coding schema their structures are mnemonic,
juxtaposition, hierarchical or a mixture of these. Mnemonic is when one or more of the characteristics is
related to its class e.g. M = Male. Juxtaposition is when there are composite codes considering of segments
which relate to the class e.g. in SNOMED-CT each medical concept has an individual concept id and from
this terms (preferred terms and synonyms) and the relationships each with their own code are provided.
Finally, there are hierarchical coding schemas e.g. in ICD10; “Endocrine nutritional and metabolic diseases”
are E00-E90. Within this the “disorders of the thyroid gland” are EO0-EQ7. Non-significant or “context free”
coding schema have random or sequential coding.

Worldwide there are a number of terminology systems. This section covers the most significant systems and
whilst outlining their purpose and functionality seeks to explore the interfaces and connections between
them and their relevance and contribution to worldwide health care.

1.4.1 ICD Classification System

ICD is discussed at length in 3.1.5 explaining its merits the challenges associated to verbal autopsy. To
provide wider context, ICD is used for morbidity and mortality statistics, reimbursement systems and
automated decision support. The purpose of ICD is to increase international comparability in the collection,
processing, classification, and presentation of these statistics

This classification has its origins in the 1850s. The first edition, known as the International List of Causes of
Death, was adopted by the International Statistical Institute in 1893 [23]. The WHO took over the
responsibility for the ICD at its creation in 1948 when it became the sixth revision. The classification system
is regularly reviewed; minor updates are carried out annually with three-yearly major updates. It is currently
in its tenth revision with ICD-11 planned for 2015 [24].

ICD is a core classification of the WHO Family of International Classifications (WHO-FIC). ICD is
currently used in 193 countries and is available in the six official languages (Arabic, Chinese, English,
French, Russian and Spanish) as well as being translated in 36 other languages. Twenty-five within the 193
countries use ICD-10 for reimbursement and resource allocation in their health care system [24-25].

The ICD-10 codes are broken down into 22 “chapters” with each chapter starting off with “Diseases of...
[25]. ICD-10 codes consist of a single letter followed by 3 or more digits, with a decimal point between the

second and third e.g. 121.0 "Acute transmural myocardial infarction of anterior wall”. A full list of the ICD-
4



10 chapters can be found in Appendix E. Arguably, ICD in terms of coverage, impact and usage is the most
influential and important health classification system in the world.

1.4.2 SNOMED-CT

SNOMED-CT was created in 1999 through a joint development between the National Health Service (NHS)
in the UK and the College of American Pathologists (CAP). The international clinical terminology was
created by the convergence of SNOMED-RT and the UK’s Clinical Terms Version 3 [26-28]. In 2007
management of SNOMED-CT was transferred to the International Health Terminology Standards

Development Organisation (IHTSDO), a not-for-profit-making organisation based in Denmark.

SNOMED-CT is considered to be the most comprehensive multilingual health terminology in the world [26-
28]; achieved through the development of a built-in framework to manage different languages and dialects.
SNOMED-CT is available in English (both UK and US), Spanish and Danish with translations into Swedish,
French and Lithuanian. There are plans to expand the translation of the standard into other languages.

SNOMED-CT has more than 400,000 unique concepts [26]. The concepts are organized in hierarchies
enabling very detailed clinical data to be recorded, accessed or aggregated. Each concept is represented by
an individual number. The example below shows how SNOMED_CT represents “Myocardial Infarction”.
What lay people would refer to as a “heart attack”. In SNOMED_CT, Myocardial Infarction has the Concept
Id: 22298006. SNOMED-CT also states the preferred term and synonyms associated with this disorder and if
appropriate any homonyms.

In thIS case the preferred tel‘m |S “Myocal’dla| Myocardial disease (disorder)
Injury of anatemical site (diso:
|nfaI’CtI0n" The Synonyms belng “InfaI’Ctlon Of Structural disorder of heart (disorder
) Old myocardial infarction (disorder’
heart”, “heart attack”, “MI”, “cardiac Wicroinfarct of hear (disordr)

Acute myocardial infarction (disorder’

infarction” and “myocardial infarct”. There are  estopertive myocarcial infarcton (disarder

Other specified anterior myocardial infarction (disorder

no homonyms in the example. Myocardial infaretion (disorder)
Posterior myocardial infarction NOS (disorder’
S NO M ED_CT has the ab | I Ity to Cross map Lateral myocardial infarction NOS {disorder)

True posterior myocardial infarction {disorder

COdES from the Iegacy SyStemS “MyOC&I’dIaJ Inferior myocardial infarction NOS (disorder)

Subsequent myocardial infarction (disorder’

Infarction” and also lists both the SNOMED- ~S'en mesaralnfarsion (dorder
Mon-Q wave myocardial infarction {disorder
= 1. H H H Myocardial infarction with complication (disorder)
RT id: in this case it would D3-1500 and with .
the clinical terms code CTv3 id: X200E. An

example structure of SNOMED-CT concept

Myocardial infarction in recovery phase (disorder)

Mixed myocardial ischemia and infarction (disorder)

see Appendix F. Figure 1.2: SNOMED-CT Example: Myocardial Infarction



The referencing of conditions and symptoms using individual numbers provides a number of benefits: the
elimination in confusion of local terminology and the standardisation of language which supports the
exchange of clinical information. Therefore, SNOMED-CT aims to provide consistency and interoperability
through the standardisation of medical terminology. In terms of its impact, again it is significant, with
SNOMED-CT used in over 50 countries and growing [26].

1.4.3 UMLS

The Unified Medical Language System (UMLS) was created in 1986 by the US National Library of
Medicine [29]. It is a database of numerous biomedical science vocabularies. It contains a mapping structure
against these vocabularies enabling translation among the various terminology systems. It is also considered
a comprehensive thesaurus and ontology of biomedical concepts. In this respect it has similarities to
SNOMED-CT. However, UMLS has the addition of a lexicon which is used for natural language processing
used mainly by developers of systems in medical informatics. The UMLS is composed of three “knowledge
sources”; Metathesaurus, Semantic Network, Specialist Lexicon [30].

1.4.3.1 The Metathesaurus

The Metathesaurus contains 1 million biomedical concepts and 5 million concept names, in 17 languages
sourced from 120 incorporated controlled vocabularies and classification systems which include 1CD-10,
SNOMED-CT in 17 languages [29-41]. The Metathesaurus is produced by the automated processing of
machine-readable versions of the source vocabularies, followed by human intervention of editing and
review. It is distributed as an SQL relational database and can also be accessed via a Java object-oriented
API [29-31].

1.4.3.2 Semantic Network

Each concept in the Metathesaurus is assigned to at least one "semantic type" (a category), and certain
"semantic relationships™ may occur between members of the various semantic types. The semantic network
is a catalog of these types and relationships. Currently there are 135 semantic types and 54 relationships [29-
31].



1.4.3.3 SPECIALIST Lexicon

The SPECIALIST Lexicon contains information about common English vocabulary, biomedical terms,
terms found in MEDLINE and in the UMLS Metathesaurus [29-31]. Each entry contains syntactic,
morphological and orthographic information. A set of Java programs use the lexicon to work through the
variations in biomedical texts by relating words by their parts of speech, which can be helpful in web
searches or searches through an electronic medical record.

Finally, UMLS has a number of supporting software tools, one of which is MetaMap, an online tool which
when given a piece of text, finds and returns the relevant Metathesaurus concepts.

1.4.4 Critical Evaluation of Technological Systems.

There have been many research papers evaluating the performance and making comparisons between the
different technological systems [32-36]. The reviews paint a mixed picture and no overall agreement has
been gained. This is not surprising. To explain, it is difficult to compare the utility of different coding
systems. History is important. To illustrate, it is important to recognise the origins of the terminologies;
SNOMED-CT had its origins in both pathology and primary health care through its connections with CAP
and the NHS. ICD’s roots are in mortality and morbidity. UMLS is a collection of many vocabularies.
Although over time it could be argued that all three have evolved to become more general purpose
terminology systems. Therefore, it is not surprising that in various studies when comparing the ability of
different systems to code patient records that SNOMED-CT and UMLS (which contains SNOMED-CT)
outperforms ICD-10 in this area [35,37].

Ultimately, whatever system is used its perceived merits and potential shortcomings depend on the purpose
of the system, how it is being used and whether it meets and satisfies the needs of the user, whether that is an
individual, organisation, health provider etc.

What can be agreed as “common ground” is that all the systems seek to standardized clinical terminology to
enable machine readable clinical data to aid the reconciliation of the representations made when using

natural language.

In relation to this project there were a number of reasons why SNOMED-CT was chosen. Nomenclatures
are the most sophisticated of all the terminologies allowing concepts to be combined to enable more
complex concepts to be created [18,20]. As a direct result it has finer concept granularity and a richer
expressiveness. As the source data for the project were verbal autopsies and discharge summaries, both of
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which contain a significant amount of free text, it was deemed that SNOMED-CT would have some possible
advantages over other classification systems [18]. The wide range of concepts and ability for composite use
provides abstract data extraction rather than single terms. Although it was recognized that nomenclatures are
significantly larger than classification systems, therefore much more complex and could provide issues at
data preparation and deployment stages. Finally, availability of terminological systems was another
consideration. To obtain access to ICD-10 or UMLS licences would need to have been sought which would
have taken time and also there were no guarantees that these would have been granted. Full access to the
SNOMED-CT was granted through undertaking some support work for the NIH National Center for
Biomedical Computing i2b2 informatics for integrating Biology and the Bedside [38] Challenges in Natural
Language Processing for Clinical Data. NB: "Deidentified clinical records used in this research were
provided by the i2b2 National Center for Biomedical Computing funded by U54LMO008748 and were
originally prepared for the Shared Tasks for Challenges in NLP for Clinical Data organized by Dr. Ozlem
Uzuner, i2b2 and SUNY™.

1.5 Natural Language Approaches to Medical Text Analysis

Natural language approaches have evolved to encode medical data. At first the NLP technologies only
parsed the data and were unable to encode them using terminological systems [39]. The Symtxt system, the
statistical NLP tool, MEDSYNDIKATE, Genia Tagger/Genia Corpus and MEDIE and MetaMap/MMtx are
all examples of medical NLP systems [40-45]. Historically, a key challenge with medical NLP tools has
been that they have not been easy to adapt or reuse. One reason is that medical NLP programs are often

tailored to domain or institution-specific document formats.

However the development of MedLEE by Carol Friedman in 1995 revolutionized this area of research and it
became one of the first NLP technologies to perform consistently and effectively in extracting clinical data
through the use of clinical ontologies [46-51]. MEDLEE was launched into the commercial domain in 2008
[52].

1.5.1 MedLEE

The Medical Language Extraction and Encoding System (MedLEE) is a natural language processor that
identifies clinical information in narrative reports and maps them to a controlled vocabulary [47]. When first
developed MedLEE mapped radiology terms to the Medical Entities Dictionary (MED). However, the
system now maps UMLS concepts based on structural matching using modifiers [47]. MedLEE uses lexical
and semantic rules to regularise terms identified in documents. A regularised term is looked up in the UMLS
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knowledge source and suitable UMLS concept identifiers are returned as matches. Below is an example

showing the academic version of MedLEE. The document to the left is a sample discharge summary in its

pre-processed state, then to the right is the output from MedLEE once the clinical concepts have been

extracted and tagged.

DISCHARGE SUVMARY
ORUT G MROMMEE v OSeivl

Ot E

DIAGNSIS:

1, 150ANIC CARDICHTORATEY, 2, DIRBETES, 3, CHRONIC REVAL TWSUFFICTENCY, 4, PERIEIRIL VASCULAR
DISERSE, &, MUOCARDIAL INERRCTION 1983, ¢, CACLECYSTECTONT, 7, CRGMARY ARTERY BUPASS GRAFT I
1989, &, AMGICPLASTY IV 1999, 9. STALDS RCST LVAD DMBLANT 11/15/43.

HISI0RY OF FRESNT TLLNESS:

The patdect 1 3 d4-poareold fomale vich a past sedical bistory siguidicant for che dnmplic-
dopandens diabates, cheonie remal dnmaffictency, stacus post M 1983, sacus pons CARG in 1989,
Statas ot asgioplasty vith steat placessat 18 1393, Fatlent vas admiteed 10/27/%9 fof ag ope
beart transplant/remateh evaluacion. Pacient was zot & candidate for heart cransplans, Pacient
chose £ pasticipace in b yemaceh crial,

BOSHITAL COVRSE:

after admiastan parient vay evaluaced und progressed vich remated vorkp, (o 11/18/%9 pacient v
indemiaed o vhe Surgieal arm of scady, Ca LU/43/3 paciens usdervers placessss of & veed
electric IVAD, Pomtecp course vay significant for blesding and thoesbacytopends sequiring packsd
1ed bled colls and placalece; ALY requirdeg CEVHD wich contimued need for hemdialyats o5 the
present tizs via 3 Groshong cachecers eedal fbrillacion requirisg cardioweraion on 11/21/40:
sespiratary dacompersation follovieg extabacion requicing 4 sracheostony on 12/4/38 vith eventual
closure of the trach o /A0,

Baciers vas aleo evaluaced for fluesoaning mencal scacuy and vas diagaosed wich tode merabolic
ervphalopathy with resolution, During her fluctuscio meatal status, patiens pulled the DD
drive Line vith exacerbacion of hleading from che drive line site. Patiest hes bod mmall oo
moderace wmuzcs of sevous dradmage b sice,

Batiant vas toanaferred co 7 Budson North on 12/16/9%, Paciea vas fullowsd by Beyeh ot
depresaion and freated with Celea, (o 12/80/%0 pacient complained of veskmess and pumbness in
excremities, righe qrenter than the lafr, & heud CAT acas vas dooe and showed @ sight fronnal

Output Generated by Med LEE

slemicardiaiopathy

1drefyy 13
parsemodeys nodel
problendescesy Lschesta
ideatss 1
codery MS:CQGEIL!&_IS;}}W&
idredsy (11
sectnameyy report diagnosis iten
1y 2
codeyy (ML3:00349782 Generalized ischemic myccardial dysfunction
idref [11,19]

slen:diabetes

idrafys 21

pazsemedery model

Sectaameyy report disgnosis iten

1l 4

codey> U!E.S:C-JE:'-.!STFl}ubtl:es
ideadyy (21

slem:ranal insufficiency

idrefyy 3
parsamadesy nodel
sectoamed> report diagnosia iten
1 6
atatusyy chronic
ideetyy 29
codeyy TMLS:C0403447 Cheonie Hidney Insufficiency

Figure 1.3: Discharge summary containing clinical concepts (left) are extracted and tagged to UMLS concepts, output shown (right)
(Source: MedLEE website).

Since MedLEE there has been significant amount of research in lexicon-semantic mapping of various

medical terminologies to the UMLS and other terminologies [40,50,53-57].



However, this area of research needs to be continued in development as there is still much to do to build new
NLP systems to advance the capabilities for mining and coding clinical text. One of the most influential key
research “hubs” in this field is The NIH National Center for Biomedical Computing “Informatics for
Integrating Biology & the Bedside” (12B2), whose purpose is to encourage learning and the development
and distributing of open source software for NLP in clinical records [38]. This group aims to drive the
research forward bringing together medical informaticians, natural language researchers, processing
researchers and data owners. The clinical challenge is now in its fourth year.

In terms of this project the information from i2b2 provided a number of benefits — access to the SNOMED-
CT nomenclature but also shared learning on the available tools and developments. This enabled a
comprehensive list of NLP resources to medical text analysis and extraction to be built, see Table 1.2 with a
more detailed description in Appendix G. However, the greatest benefit was reading about one of the NLP
tools used 2006 Challenge, a NLP tool developed called the Health Information Text Extraction (HITEX)
tool [58]. What was particularly interesting was how GATE (General Architecture for Text Engineering)
could assist in the annotation of clinical terms. This led to onward reading into GATE where it was
established that it was open source software that had an ability to process a wide range of text. As a result
this was selected as the text engineering tool for the project.

SOFTWARE SOFTWARE
2 Berkley Parser 18 MEDSYNDIKATE
4 BIOSimply 20 Meta Map
5 CCG Parser 21 MOBY
6 ClearTK 22 Natural Language Toolkit
9 dTagger 23 NegEx/ConText
10 ENJU 24 OpenNLP
11 GATE 25 Python
12 Genia Tagger 26 SimFind
13 MALLET 29 Stanford Parser
14 MedEx 30 SYNTXT
15 MEDIE 31 UCLA Medical Imaging Informatics Toolkit
16 MedLEE
OTHER RESOURCES OTHER RESOURCES
1 Banner 19 MeSH vocabularies
3 Bioscope Corpus 27 SNOMED-CT
7 cTakes 28 Specialist Lexicon
8 DrugBank 32 UMLS vocabularies
17 MedRA 33 WordNet

Table 1.2: List of NLP Software and Other Resources
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15.2 GATE

GATE has been developed by the University of Sheffield. GATE is an open source text analytics software
tool which is able to process a wide range of text data [58-60].

GATE is an architecture, a framework and a development environment for Language Engineering. [59].
GATE is a component based model with the components being one of three types of Language Resources;
(LRs) represent lexicons, corpora or ontologies, Processing Resources (PRs), which contain common NLP
tasks e.g. tokeniser, part-of-speech (POS) tagger, gazetteer etc. These processing resources grouped together
are known as “ANNIE” in GATE “A Nearly-New IE system. Lastly, there are Visual Resources (VR’S)
which enable visualisation and editing of components within the GUI [58-60].

For this project to enable the prototype to be built successfully, GATE was used to build a semantic
annotation pipeline including all the appropriate “rules” to enable optimum performance and the
development of a new gazetteer using the source SNOMED-CT concept file. The acquired medical text
(discharge summaries and verbal autopsy) were pre-processed and then loaded into GATE to form the
corpus. The annotation pipeline was run over the corpus to “tag” the medical concepts for each document.
In relation to VA, in its most simplistic description the “GATE process” was in place to attempt to fill the
role of “VA coder”. The aim, to assess its competency at term identification and coding, drawing out any
computational/NLP issues. The results were then passed to a classifier to determine if an accurate cause of
death could be determined.

1.6. Machine Learning Software/Data Mining Software

Although there are a number of machines learning tools/software available, e.g. RapidMiner and ELKI [61-
62], WEKA was the chosen tool to build the classifiers. WEKA was chosen primarily as it was a known
entity, currently used at the University but also it is well established and well regarded both in academia and
the commercial arena across the world [63-64]. Finally, it supports process models of data mining including
CRISP-DM which is the chosen methodology for this project [65-66].

1.6.1 WEKA

Developed at the University of Waikato, it has a comprehensive collection of machine learning algorithms
which include regression, classification clustering, and data preprocessing tools [64].

For the project, once the data has been extracted and annotated via the GATE tool, the data will then be

prepared converting into an ARFF file to run on a classifier and to return some meaningful results for
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evaluation. The results aim to understand the issues and successes of using data driven algorithms and to
understand how effective a computational approach would be to replace the physician’s decision judgment
in ascertaining cause of death.

1.7 Additional Support for Prototype: Use of Python

Once the project was underway at the prototyping stage it was established that GATE was unable to output
the annotated medical concept terms. Since a format of CSV or ARFF was the required input for WEKA, a
python program was written to process the annotated medical concepts once the document had been passed
through GATE and the frequency of the word occurrence captured and then output into SV or ARFF format.
This enabled the process to remain an automated one rather than having to move to manual recording of
GATE output.
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Chapter 2: Design of Solution

2.1 Business Understanding: Project Planning and Management

To enable successful project content and delivery, weekly project meetings took place with the project
supervisor since March 2010. A project plan and a blog site (http://mscgirl.wordpress.com/) were built,
regularly input to and reviewed. Both served to track progress against key milestones actions and facilitate
discussion. A copy of project plan can be found in Appendix H. A presentation was also prepared and

delivered at the progress meeting in July, see Appendix .
2.2 Working to the Project Plan

In terms of working and keeping to the project plan, all milestones were on schedule at the point of the
interim report production bar one, the acquisition of a verbal autopsy sample. Up until then only the
discharge summaries were available. At this point a new approach had to be taken to by continuing to use
the discharge summaries to build the prototypes and gain learning and knowledge on the process. When the
verbal autopsy samples arrived it was found that there were some similarities between the documents but
there would be some additional challenges. These are written in detail in the subsequent chapters, although
in essence it meant some python programming had to be injected into the project, some changes within the
prototype phases and a week of the two weeks contingency time built in at the start of the project had to be

used.

2.3 Literature Review

The initial concern was the likelihood of high volume of academic research

papers and sources of information. The initial literature search acquired a :
Medical Text

. { rch in | holar an
number of seed papers. Keywords searches using Google scholar and Sourcegll L B minological

Verbal Autopsies

PubMed for “verbal autopsy”, “verbal autopsies”, “discharge summaries”, Systems

Discharge
“NLP and clinical text”, “Data mining and clinical text”. Through forward SU',?]Cm:rge

and backward reading three target strands emerged: medical text sources,
terminological systems and data mining (see Fig 2.1). Other valuable sources
of information came from research groups in the medical text analytics;
predominately University of Sheffield (NLP Group). All the sources of
knowledge were reviewed to ascertain overlaps and then conjoined together. Figure 2.1
In total over 240 research papers were reviewed. Although over 140 were The Three Target Strand Approach
discarded as they were either too steeped in medical influence or provided

similar content. From this the project took shape and the scope became clear.
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2.4 Project Methodology

In terms of research project methodology the CRISP-DM (Cross Industry Standard Process for Data Mining)
Process) model was used [66]. The rationale being that it is an excellent fit to this project. To explain, on
commencement of the project although the subject area had been identified, the requirements and aims of the
project were fluid and flexible. To obtain the best outcome it was crucial to build and refine as knowledge
and experience grew. As a result, without firm and exacting requirements the waterfall methodology was
rejected. The spiral methodology was another consideration although at the time of project commencement
due to the steep learning curve required it was felt that tackling the most difficult aspect of the project
without a full grasp of the background material would only prove to be a more lengthy process in the long

term and likely to less support the delivery of the project.

So in conclusion, thought was given to this fundamental question - What type of project is this? In essence
it’s about understanding a problem space and through this building a prototype with a number of iterations to
understand the issue and draw conclusions. Thus the projects core is text analytics and data mining. In view
of this the CRISP-DM was considered to be best fit. The model comprises of six stages: Business
Understanding, Data Understanding, Data Preparation, Modelling, Evaluation and Deployment [66] (see Fig
2.2).

The outer circle symbolizes the cyclic nature of data

mining. The outcome of each phase determines which

Business < 2 Data
lInderstanding ( Understanding

N\

The arrows indicate the most important and frequent o

phase or task within a phase to be performed next.

dependencies. The data mining process continues

Deployment

after a solution has been deployed. The lessons
learned during the process trigger new ideas or
questions. In following this model, subsequent data

mining processes will benefit from the experiences of

previous ones. For this project all stages will be
conducted, except the deployment stage, usually this
is the stage of business launch instead it is the Figure 2.2 — Phases of the CRISP-DM Process Model
production of this report. Overall this approach is an (Source: hittp:/iwwwcrisp-dm.org/Process/index htm)
excellent fit to this project. Why? Strong emphasis
needed to be placed on a thorough understanding of
the dataset and its preparation
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This was crucial to enable the accurate extraction of the medical text terms and the mapping using
SNOMED-CT. The model supports this approach. The project required an iterative approach again which
this model supports with the flexibility to move back and forth between the phases. The modelling stage
appeared to hide a significant amount of work, this was the prototyping stages which needed to be to
revisited on a number of occasions and then evaluated. It is anticipated that that the application of this
methodology will prove invaluable to the achievement of the project aims and objectives.

2.5 Project Aims

The project aimed to fulfill both the minimum and additional requirements, both of which are detailed
below.This project has a two pronged approach; its aims describe, analyse and document the computational
problems associated with the verbal autopsy process examining the steps required to address if
computational solutions are to progress. To illustrate the challenge a computational prototype has been built.
Although all the output results are detailed in this report and they are very important, so too is the
understanding of the problem space and the recommendations on how further improvements and future

research needs to develop.

2.5.1 Minimum Requirements
= To understand the purpose and value of verbal autopsies.
= To understand the current VA processes and any issues associated with these processes.
= To explore past and present academic research conducted on verbal autopsies and other medical text.

= To obtain a sample of English medical text data to perform text analytics extracting the key concepts
using the SNOMED-CT codes and descriptors.

= Tobuild a prototype automated tool for classification.

2.5.2 Additional Requirements

= Clean noisy data from the medical text to improve the overall quality of the tool and overall
diagnostic results.

= Ability to extract the medical terms from both the structured and unstructured data.

= Evaluate the prototype and identify avenues for enhancement, with view to making improvements.
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2.6 Data Understanding: Acquisition of the Data Set

From the outset of the project at least two medical data sets were required, a sample of verbal autopsy data

and a file containing medical concepts.

At project commencement the medical concept [SNOMED-CT] file was available; however verbal autopsy
data was not. So whilst working on establishing a source for this data, a sample of 350 discharge summaries
from the USA was acquired. Discharge summaries are “A clinical report by a physician or other health
professional at the conclusion of a hospital stay or series of treatment. It outlines the patient’s chief complaint the
diagnostic findings, the therapy administered and the patient’s response to it and recommendations on discharge”
[67]. Discharge summaries were used as they have parallels to verbal autopsies in that there are both
examples of medical text and both are steeped in natural language containing unstructured, ungrammatical
and fragmented information [30,35,]. Through acquisition of the discharge summaries this enabled a full

prototype to be built mirroring all stages within the verbal autopsy process.

2.6.1 Discharge Summary Sample

Through the author’s links to the most recent i2b2 Challenge Informatics for Integrating Biology and the
Bedside [38] it was possible to source 350 discharge summaries. To gain access to the discharge summaries
it was mandatory to undertake and “pass” a 3 hour web based course set by the National Institute of Health
to demonstrate a level of competence and knowledge on “Protecting Human Research Participants”
togetherwith signing a data agreement. Both were completed and a copy of the certification can be found in
Appendix J. The discharge summaries came from Partners HealthCare, 97 in total, Beth Israel Deaconess
Medical Center, 73 in total and lastly 180 summaries from the University of Pittsburgh Medical Center [38].
An example of one of the discharge summaries can be found in Appendix K.

2.6.2 Ghana Verbal Autopsy Sample

There was an expectation that a considerable sample of verbal autopsies could be obtained through the
London School of Hygiene and Tropical Medicine. Unfortunately, and disappointingly, this turned out to be
not the case despite many requests for the data over the complete duration of the project, both from the
student and indeed the project supervisor. In the end a sample of 5 was provided 22nd July 2010. The
samples were all cases of neonate deaths (children from 0-28 days old). An example of one of the verbal

autopsies can be found in Appendix D.
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2.6.3 IHME Verbal Autopsy Sample

When it became apparent that there were going to be difficulties acquiring verbal autopsy data, then other
avenues had to be sought. This proved to be an almost impossible task due to data protection issues
(preventing the release of data) and a lack of contacts in the medical field that could assist with the
acquisition. In discovering this registration was applied for and accepted to gain access to Measure
Demographic and Health surveys (DHS) which are funded by US AID. The DHS projects purpose is the
production of surveys to advance the global understanding of health and population trends in developing
countries, which includes VA data. [68]. Unfortunately on being given access to the surveys the data was
found to be un-processable due to the need to have access to commercial statistical analytics (SPSS, SAS or
STATA). At this point early July real concerns were developing as to whether a sample could be obtained.
Through doing some research on machine learning and verbal autopsies a research paper was found which
had been produced by two individuals based at the Institute of Health Metrics and Evaluation (IHME) in
Washington [69,70]. Through contacting these individuals a CSV file of data values derived from 1592
verbal autopsies was obtained. The sample is referred to as “IHME” throughout the project report.

2.6.4 SNOMED-CT Data File

Through links to the i2b2 challenge, the SNOMED-CT file was provided in a raw text document. The
document was of significant size 28 meg and through assessing this needed to be cleaned to extract only the
concepts from the file.

2.7 Description and Exploration of the Data

Initial views of the exploration of the data were that overall it was disparate in terms of size, content and
format. Although there had been research papers written only using one example of medical text or very
small samples and conclusions drawn from the experience [53,71] a larger data set would have been
preferable. So considerable thought had to be given of how to work through the datasets to best effect to

illustrate the computational techniques to support automated VA cause of death diagnoses.

2.7.1 Discharge Summary Sample

The summaries were provided as raw text. Initial observations on the data was that they were pre-processed
in terms of having the personal health information (PHI) removed to ensure patient and physician

anonymity. In terms of gold standard inclusion there was no separate file detailing the gold standard as it
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was contained in the “diagnoses” section within the summary. This was initially considered as an issue.
However, on balance it was deemed relatively unimportant. To explain, consideration was given on whether
to write a program to extract the final diagnosis from each discharge summary. It is possible to identify the
diagnosis section within the discharge summaries as each section is usually with a label in upper case and
separated with a colon, see fig 2.3. Through pattern labelling a program a computer can be taught to look for
section names and hence read, identify and allow the extraction of the final diagnosis [71]. However, on
review it was discounted as an exercise. There were two main reasons; one because when looking at the
discharge summaries the terminology used for the diagnosis section of the discharge summaries varied.
Some used FINAL DIAGNOSES, PRINCIPAL DISCHARGE DIAGNOSIS, and DISCHARGE
DIAGNOSIS. Clearly this would add to the already computational effort required to build such as program.
But secondly and more significantly the project was about verbal autopsies and ascertaining a correct cause
of death. With VA documents there would be no extraction activity of the specific cause of death within the
text, as this is absent as it is only cited on the death certificate. Although, what this did identify from a text
analytics perspective is that just a simple task of getting a computer to understand the semantic meaning of a
very simple heading such as “diagnoses” is extremely challenging and that it is compounded with the
fragmentation between computer software systems which record and store this information.

FINAL DIAGNOSES :

1. Coronary artery disease.
2. Acute myocardial infarction.
3. Complete heart block, status post recent permanent pacemaker implant at **INSTITUTION

BRIEF CLINICAL HISTORY:

This is an **AGE [in 80s]- year - old male who initially presented for evaluation at
**INSTITUTION where he was complaining of dizziness that had been going on for
approximately 1 month He is a patient of Dr. **NAME[QQQ PPP] and carries a history of
congestive heart failure that has been treated medically , also has had removal of a skin cancer
from around the left eye .

Fig: 2.3. Excerpt from the US discharge summary sample.

2.7.2 Ghana Verbal Autopsy Sample

The Ghana verbal autopsy sample came in two formats; Format 1 consisted of five word documents with a
separate file detailing the gold standard cause of death diagnosis (see Appendices D and L). Long in
duration, each document was circa 18 pages and contained both very structured and free text formats.
Clearly the documents were in a different format to the discharge summaries. Format 2 consisted of a CSV
file detailing all the responses to the questionnaire in total. This detailed 246 attributes of one of the
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following data types categorical, binary and continuous. On checking all the symbolic fields (“yes” “no”
don’t know) had been set to numeric values. This was important to recognize as modeling tools/algorithms
often require this format to enable processing. The verbal autopsies were all examples of neonate deaths; this
raised concerns on how effective the SNOMED-CT concepts would be on annotating these documents
considering the diseases and symptoms derived from a very distinct area of medicine and also seemed
steeped in local terminology. The true impact would not be known until the results of the prototype were
established.

2.7.3 IHME Verbal Autopsy Sample

The IHME verbal autopsy data acquired was in “csv” format. A gold standard cause of death diagnosis was
included within the CSV file. Although unlike the Ghana sample the cause of death reason was heavily
anonymised, just stating a code between 1 and 32 for cause of death. Although this in itself was not
catastrophic with the sample what it did mean was that it would be difficult to evaluate the statement from
the research findings documented in Chapter 3 (3.1.4) that stated that data driven algorithms found it harder
to draw conclusions where there were no clear water between the symptoms of the disease. Also if the
country of origin was known it would have added further context to the results which would have been
useful. Similar to the Ghana csv file all the symbolic fields had been set to numeric.

2.7.4 SNOMED-CT Data File

On examining the SNOMED-CT concept file, a quick assessment of the raw text file showed that it indeed
contained nearly 400,000 medical concepts. Opening the file it was clear that some clean up would be
required. The concept file contained 6 sets of data CONCEPT ID, CONCEPT STATUS, FULLY
SPECIFIED NAME, CTV3ID, SNOMED ID AND ISPRIMITIVE (see Appendix M). The only information
that was required was the FULLY SPECIFIED NAME, the full and preferred term which was used in
SNOMED coding. Also after each FULLY SPECIFIED NAMED it had a further annotation; for example
myocardial infarction disorder. Within SNOMED-CT there is a top level hierarchy in which concepts are
classed e.g. a disorder, finding, procedure, substance etc see fig 2.4. Any reference to these would need to be
removed before the data could be loaded into GATE. This was achieved by writing a simple program in
python to remove these references.
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Social context {social concept)
Procedure (procedure;
Physical force {physical force]
Substance {substance]
Linkage concept (linkage concept
Body structure {body structure]
Specimen (specimen;

Situation with explicit context (situation)
SNOMED CT Concept {(SNOMED RT+CTV3)
Staging and scales (staging scale)
Physical object {physical object
Event {event)
Environment or geagraphical location (environment / location
Qualifier value (gualifier value)
Observable entity (observable entity)
Special concept (special concept]
Pharmaceutical / biologic product (product)
Clinical finding {finding)
Organism (organism)
Record artifact (record artifact)

Fig 2.4 Hierarchies within SNOMED-CT

2.8 Data Quality

Data quality can be assessed in different ways. In terms of this particular data set, it would be fair to
comment that overall the data quality was of an adequate standard. It is important to note here that if the data
sample size was not included in the assessment then overall the data quality would have been considered to
be good. However, it is sample size that has given the data an assessment of adequacy. The added dimension
of having three disparate data sets rather than one also added complexity into the project at all stages.

2.8.1 Quality Evaluation of the Discharge Summary Sample

Overall a very comprehensive data sample, format is readable and very processable and the corresponding
gold standards are within the documents. Country of origin is known and also there is an intimation of age
group within the summaries which help with context. The data set came from three different sources, so
there were some clear “style” differences noted within the free text and this would need to be observed at the
modelling and evaluation to stage to see if this had any impact (positively or negatively) on the overall
results. In terms of format, as previously noted, there were different section heading titles used within the
summaries although this was not viewed as majorly significant; again this would be evaluated at the results
stage. It was noted that within the 180 summaries from the University of Pittsburgh Medical Center, 81
were actually progress summaries whilst the patient was in the care of the hospital. These needed to be
reviewed at data preparedness stage and evaluated for suitability and inclusion.
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2.8.2 Quality Evaluation of the Ghana Verbal Autopsy Sample

On observation the sample had quality in terms of content both in terms of the document accompanied by
the gold standard and the alternate CSV file but the lack of sample size was an issue. Also, unlike the
discharge summaries and IHME sample, the questionnaire had questions about both the baby and the
mother’s health. This added an additional dimension; one could argue complication, to the text annotation
and extraction and raised the question on how this could be addressed, if at all through the use of GATE.
The document itself was very comprehensive which from one angle, if it was being observed with human
eyes and experience would provide an excellent overview of the signs and symptoms to ascertain a cause of
death. However with the sheer volume of data, coupled with the very structured approach and varying data
types, there were concerns over the ability to output meaningful findings using a computational process.
Also it was very evident that the document, especially in free text areas, had spelling mistakes of both
medical and non medical words. Clearly that provided an authentic experience to run an experiment

although this again raised concerns with the annotation process.

2.8.3 Quality Evaluation of the IHME Verbal Autopsy Sample

The sample was in csv format. When the file was first obtained no details where available to explain which
attributes were of which data type, see Fig 2.5.

1| "symptoml”,"symptom2”, " symptom3”, " symptoms™,"symptoms”,. .., "causeCfDeath”
2| 8,78,1,2,1,8,...,14

Fig: 2.5. Extract from IHME Verbal Autopsy Sample

All that could be established was that there were 32 causes of death and 142 *“symptoms”. Through email
“persistence” (see Appendix N) it was established that the file contained a variety of data; categorical, binary
and continuous. Through the email exchange it was also established that not all the 142 “symptoms” were
actually symptoms i.e. an indicator of disorder or disease, in fact they were all the attributes which were
contained within the questionnaire. Although this was helpful and provided more accurate results with the
prototype it did have implications for the project. This information only came to light late July and as a
result all the experiments with this data sample had to be completely redone. This raised the issue of
ambiguity within data samples and the need to clearly express the contents to ensure that results and true and
valid. This in itself highlights the disconnect between the understanding and the reporting of the data by
various stakeholders in VA process. As a lay individual | experienced some confusion when reading the
research articles of experiments conducted on the effectiveness of the various VA tools — PVCA, data driven
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and expert algorithms. Often it was unclear about the treatment of the sample, its shortcomings and the exact
methods employed to ascertain and extract information from the sample.

2.8.4 Quality Evaluation of the SNOMED-CT Data File

In view that the SNOMED-CT supports a worldwide health care demand with an excellent reputation and
track record the quality of the data was not in doubt. However, the most important quality aspect of the file
was to ensure that the cleansing of the SNOMED file was done properly and no integrity issues were
introduced into the data file.
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Chapter 3: Implementation of Solution

3.1 Understanding the Issues and Challenges with Verbal Autopsy

There are a number issues and challenges associated with VA: The VA tool (the classification system used,
the questionnaire and the diagnostic technique employed), the process for data collection and the distribution
of cause-specific mortality [72]. It is important that these issues are understood and considered with regard
to the build of the prototype.

3.1.1 The Validity of Verbal Autopsies

As VA relies on the information provided by the caregiver to determine the cause for death with no clinical
evidence to support, they may be subject to relatively high misclassification errors. “This can have a
profound effect on the verbal autopsy estimate of the proportion of deaths due to a specific cause known as
the cause-specific mortality fraction” [73,74]. “Misclassification errors arise in two ways: (i) if a child who did not
die from diarrhoea is classified as a diarrhoeal death or (ii) if a child who did die from diarrhoea is classified as a
non-diarrhoeal death. These two issues outline the well known concepts of sensitivity and specificity. “Sensitivity being
for the particular cause of death in this case diarrhoea, the proportion of the deceased whose cause of death was
correctly identified as diarrhoea out of those who definitely died of diarrhoea. “The sensitivity being the proportion of
death identified as not having diarrhoea among those who definitely did not die of diarrhoea™ [73]. Misclassification
leads to either over or under estimation of the cause-specific mortality. In some studies misclassification has
over estimated the CSMF by 5-12% [73]. However it is important to note that sensitivity and specificity, the
standard evaluation metrics in epidemiology, are related to but not the same as the precision and recall
metrics popular in NLP research.

The issue of misclassification has been widely debated [74-75] and there have been several attempts to find a
solution[s] to address the issue. On examining the research conducted the broad conclusion drawn is the
issue remains unsolved. On a positive note it was determined that specificity appeared to be more important
than sensitivity in determining the accuracy of the VA tool. However the misclassification problem remains.
There are two main reasons for this (i) there is a lack of validation studies. To explain, in a validation study,
results from the verbal autopsy questionnaire are compared to the medical diagnosis known as the “gold
standard”, (ii) lack of information on the sensitivity and specificity within many of the VA tools. This could
be explained by small sample data-set sizes used in many studies making sensitivity measures unreliable. So
the learning from this must be that there needs to be greater effort placed on conducting quality validation
studies and also developing information on the specificity and sensitivity within the tools.
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Where quality validation studies have been carried out the results have proven to very valuable. Arguably
one of the most practical methods is to conduct the study within a hospital setting where the VA
questionnaire is completed with the care giver. A number of validation studies in hospital settings have been
carried out [73,75-78]. These studies were undertaken using children in Bangladesh, Nicaragua and Uganda.
The significance and value of these studies is that all three studies used the same unified standards. Often
studies are completed with little regard to process, repeatability and comparability. These studies enabled
sensitivity and specificity to be measured and the variation by country explained; highlighting the different
disease patterns and also how the symptoms of the diseases were explained differently according to cultural
traditions and local language [13]. All useful and valid findings which are directly relevant to establishing

the accuracy and validity of VA.

However, validation studies in hospital settings do have limitations and these need to be understood and
considered. The deceased may not have been representative of the general population and on death the care
giver often learns the medical diagnosis and may be given the death certificate. This could affect the answers
given at the VA interview. However, from a practical point of view, hospital validation studies are the only

feasible method to validate a VA questionnaire [13]

This research became very relevant to the project as it clearly demonstrated the need to have validated
results against the gold standard and also that the method of production of the gold standard was understood.
The project was able to achieve this through use of building the first prototype using American medical
discharge summaries where the gold standard was clearly cited and also through two sample of verbal
autopsy data one provided by the London School of Hygiene and Tropical Medicine and the other by the
Institute of Heath Metrics and Evaluation (IHME), University of Washington.

3.1.2 Standardisation of the Verbal Autopsy Questionnaire

In 2003, the WHO working with the Health Metrics Network (MHN) published a set of standards which
outlined that different verbal autopsy questionnaires should be used based on age. There are three age groups
under four weeks, four weeks to 14 years and 15 years and above [5]. Through research there is evidence

that these standards have been adopted and are being used out in the field [25].

However despite concerted efforts led by the World Health Organization (WHO) to standardise the overall
VA tools and coding procedures, due to the heterogeneity of both the process and its implementation this has

yet to be achieved. [11].

To explain, there is no unified standard on the questionnaires used. They vary in both content and length,

with some using open questions, some only closed questions and some a mixture of both [13]. Open ended
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questionnaires need to be coded by trained personnel and this incurs cost and time. However, the open
format does enable a full account of the illness to be given which increases the probability of assigning an
accurate cause of death. They are by nature tailored, so not to ask the care giver irrelevant questions or add
further distress. Closed questions are more objective and often used with pre-defined algorithms. However,
they have a number of disadvantages; inflexible as useful and relevant information may be omitted which
aids the determination of cause of death and also the format could be viewed as lacking in sensitivity if not
handled appropriately. This issue will only be addressed and resolved when standardisation in format and
field operations are deployed and consistently used within countries and communities [5-6]. For the purposes
of the project arguably the best approach to balance this issue is to ensure that the results are benchmarked

against the gold standard.

3.1.3 Cultural Issues

Culture also affects the accuracy of the VA. The willingness of the care giver to agree to an interview, the
description of the final illness and also the way that symptoms and disease is understood and described in the
community are all important major contributing factors to the attainment of cause of death. Another factor is
the attitude in the community towards particular causes of death. In some cultures some causes of death e.g.
HIV may be under reported due to the stigma associated with this disease. Indeed, a very difficult issue to
overcome. In relation to this project this presents real challenges. The learning being to ensure that the
prototype from a NLP perspective has an ability to ensure that the all relevant information is extracted and
included to support the cause of death diagnosis.

3.1.4 Data within Verbal Autopsy Questionnaire

When conducting the VA it is assumed that each cause of death has a set of observable features that can be
recalled during the interview. Unsurprisingly VA performs best when it has distinct features that are not
prevalent in other causes of death. If the information provided only gives a vague summary of symptoms and
signs this can led to overlap and misclassification of cause of death. This affects all the interpretation
methods; physician review, expert and data driven algorithms although arguably to greater and lesser extent
(see Chapter 3: 3.1.7). Overall, studies have shown the VA has worked well for diseases such as measles,
whooping cough, tetanus, cholera and dysentery as well as injury and cases of violence. Although they are
less effective where symptoms are less specific e.g. HIV/Aids in children, malaria in adults and cancers
[16,73,74,13].
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3.1.5 Recording and Coding of Mortality Data

The agreed standard for recording mortality is worldwide through the use of the International Statistical
Classification of Diseases and Related Health Problems which is now in its 10th Revision (ICD-10). ICD is
the most widely used statistical classification system enabling the recording of diseases and signs,
symptoms, abnormal findings, complaints, social circumstances and external causes of injury or diseases and
is produced by the WHO [24]. The WHO stipulates the use of ICD in its most current revision for mortality
reporting by its all Member States, currently 193 in total as of 2010 [25].

However, mortality reporting and coding is not without issue. Important research conducted in 2003 by
Mathers et al on death registration produced some disturbing statistics. Death registration was available from
115 countries although in reality it was only complete for 64. Coverage of death registration varies
enormously from nearly 100% in European Region but less than 10% in African Region. Some countries do
not even use it: 75 member states including more than 90% of African countries have no information on
cause of death available for any year after 1990 [4]. “Health care prioritisation is conducted on the basis of
perception, survey based information, levels of child mortality that are used together with model life tables, cause of

death model and partial information from surveillance systems for some specific cause of death”” [4].

ICD-10 contains twice as many codes as ICD-9. Although in one perspective the revision was another step
forward in improving mortality reporting providing access to over 14,000 codes and aids the tracking of new
diagnoses, two main issues have developed as a consequence. One of comparability and also an increase in
the use of coding categories for unknown and ill defined causes. The net result being that where data is
available it has been harder to make comparisons over time on both a world/region and country basis and
coding issues are still very much alive. Interestingly coding issues are not just a developing country problem.
Although the problem of use defined codes exceeds 30% in countries such as Thailand and Sri Lanka, in
some developed countries 10% of deaths are assigned ill defined codes [4].

There are a number of ways that this issue can be addressed, although none are a quick fix. Education of
physicians and other key personnel involved the VA process on the importance of accurate and complete
reporting on death certificates and avoidance of the use of ill defined codes is crucial. On a wider scale
through public health policy making, further research is required to improve analysis of cause of death data.
[5] Arguably it’s the WHO that needs to play a pivotal role in facilitating and driving this forward.

3.1.6 Single vs. Multiple Cause of Death

Many VA studies assign a single cause of death, usually the underlying cause of death [13,79]. This means

that the total number of causes of death is equal to the total number of deaths. On the surface this seems
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both sensible and intuitive. However, it is common that death is the result of more than one cause. “For
example a death primarily due to diarrhoea with concurrent pneumonia is indistinguishable from a death primarily due
to pneumonia with concurrent diarrhoea. Therefore it is important when interpreting the results of a VA to understand
whether multiple causes of death are allowed for in the coding™ [13]. This was a major consideration for the
project; an assessment of what could be achieved either single or multiple cause of death based on the
information obtained. This also affected the classification methods that could be used. This view is
supported by the research of Reeves and Quigley [17].

3.1.7 Diagnostic Criteria

There is much debate over the accuracy and effectiveness of the diagnostic criteria [79]. To elaborate,
considerable work on VA methodology has concentrated on emulating individual physician death
certification, often glossing over the considerable variability and imprecision with which death certificates,
the supposed “gold standard,” are sometimes completed [3]. There has been debate on how to define a
method as having high diagnostic accuracy. Research has shown that for use at ““the individual level high
diagnostic accuracy exists if the sensitivity and specificity are at least 90%. At population level it occurs if the

sensitivity is at least 50%, specificity at 90% and the CSMF within +20% of the true value™ [73].

Physician review, expert and data driven algorithms have all been subject to validation studies and
evaluation. The research is inconclusive in terms of gaining agreement on the best diagnostic methodology.

PCVA, given that it is conducted by a physician, appears to have validity and credence and it cannot be
ignored that this is the most used method when conducting VA. Similar to medical history taking, physicians
are local, aware of local customs/culture and also the disease patterns and symptoms within the area.
However, research has shown these perceived benefits may cause PCVA not be the best method of
establishing cause of death [72-74]. Issues have been raised over subjectivity, repeatability and the influence
of bias. Also very importantly the time and costs implications incurred within this method limit its
scalability.

Expert algorithms by their very nature provide a consensus of opinion from physicians. “The algorithm is
based on the symptoms deemed by the physicians to be essential, confirmatory or supportive in diagnosing cause of
death” [13]. Arguably, this method assists in dealing with the issue of inconsistency and addresses the time
and cost issue. However, there are still concerns around the validity of this methodology. One of the main
concerns being the inclusion of signs which are deemed as essential but have an inability to play an
indiscriminating role within the process. To explain “a VA study conducted in Kenya included fever in the expert

algorithm for malaria but it had poor discriminating power as 93% of all malaria deaths and 86% of non-malaria
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deaths had fever” [80]. Another issue has been the ability to include all the symptoms and scenarios which
may led to cause of death so again, similar to physician review, this method again lacks scalability.

Computer techniques using data driven algorithms have also been used in the VA progress. There are a wide
range of tools including logistics regression, neural networks and Bayesian probabilistic approaches. The
results of several studies [12,81,82] have shown that data driven methods can perform as well as PCVA or
expert algorithm, although there is an equal amount of research from the expert domain that states the
contrary [80-81].

Data driven algorithms have been proven to be effective at deriving cause of death where the symptoms are
specific although less effective when the symptoms are non specific such as pneumonia and malaria. In the
main these algorithms do not use the information provided from the open question aspect of the
questionnaire [6,80,83]. Although excluding this information may make the data less subjective the
disadvantage is that important information may be missed [84]. The general consensus is that the
information contained in the “open” sections is considered to be of greater value and importance than the
information within the closed [6,16]. The lack of standardised VA questionnaires limits the ability to build
and standardise the algorithms and also there is these is also an argument that to increase their effectiveness
they benefit from being given a context-specific approach [13]

More recently there has been development in probabilistic approaches. The research of Byass using
Bayesian approaches has provided some promising work through the development of the “InterVA model”
[82,85-87]. The approach has the ability to establish individual cause of death by using the symptom level
data recorded in the VA. The method calculates the likelihood of each cause and displays up to three
possible causes of death. The ability to assign multiple causes of death, having the ability to take into
account local disease prevalence and through its application appears to perform well against physician
review makes this work attractive. However, it is not without criticism. “The method is considered of limited
use at the individual level and the lack of a gold standard with which to validate diagnoses has restricted its

application™ [6].

Another probabilistic approach was developed by King and Lu [88-89] which directly estimates CSMF
without individual case of death attribution, Data on the symptoms provided by the care giver along with the
cause of death are obtained from health facilities and the cause of death distribution is estimated in the
population from the symptom data available. The method has more complexity than InterVA and research
conducted in China and Tanzania has shown that it performs well on ascertain probability levels. However,
there is one major drawback in that it depends on the availability of high quality health facility based
mortality data. Herein lies the problem; there just isn’t enough of it. However, this work takes an interesting

new approach and has encouraged further research in this area.
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Murray et al have combined the works of King and Lu and Byass with the InterVA method to develop the
“symptom pattern method” [79,12]. To work, a dataset where the true cause of death is known is needed so
that specific symptoms given a specific cause of death can be established and quantified. From this
population and individual levels cause patterns to be determined from the second data set from the
population profile. The method was validated using a sample of 2000 deaths in China where the gold
standard was available [79]. The results showed that this method outperformed PCVA at both population
level and individual level. This is again promising work but similar to work of the King and Lu to be
effective it requires a substantial dataset of symptom level data and a high standard of facility based data.
Therefore, to enable more research to be undertaken on this and similar methodology, more volume and

quality data is required.

3.1.8 Conclusion: Looking to the Future
It is evident that the VA process, the recording and reporting of is a very complex and complicated task.

One of the most challenging aspects of developing VA is the breadth of purpose that the information is used.
From establishing individual causes of death, population cause of death, infectious disease outbreaks and to
assist with global and national cause specific mortality estimates. This has had major effect on consistency,
compatibility and adequacy of the VA tools and their development. The net result being that despite the
copious studies and literature, different research favours particular methodologies. Thus, it is fair to make
two statements: firstly, the literature provides an inconsistent picture and secondly, based on this it is
unlikely that in the near future a one-fit-all methodology will emerge.

However, what cannot be disputed is to that to move VA methodology forward certain issues need to be
resolved. Standardisation of the documentation and field operation procedures are key as well as education
of and improving coding standards. Sample data sets to evaluate methodologies need to be larger and also
have the associated gold standards. To produce quality research both quality and volume are vital. Only then

will further automation and computational approaches move forward.

Despite the known issues the overriding consensus within the medical and academic world is that VA still is
the most appropriate and useful method for documenting cause of death where there is no medical

supervision.
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3.2 Data and System Preparation: Selection of the Data

Some key decisions needed to be made on the selection of data to move forward to modelling and prototype

phase.

3.2.1 Discharge Summary Sample

On preparing the discharge summaries ready to process into GATE a number of key discoveries were made.
Firstly, the sample from The University of Pittsburgh Medical Centre included 81 “progress reports” within
the overall 180. Progress reports detail the ongoing treatment of a patient whilst at the hospital. On
examining the progress reports a decision was made to exclude them from the final data sample going
forward to build the prototype. This was for a number of reasons; in a high percentage of the reports it was
difficult to ascertain the reason for the patient’s admittance and actual diagnosis, therefore the gold standard
was ambiguous. This was a major concern as all research conducted and documented in Chapter 1 had
pointed to the need to have the associated gold standards to support a final diagnosis. The concern was that if
a lay person interpreted the diagnosis it could inject bias or incorrect information into the results, so for the
avoidance of any doubt they were extracted from the sample. The sample then stood at 269. Secondly, on
further scrutiny, when the sample loaded into GATE another issue became clear; the diversity of the
illnesses and diseases within the discharge summaries. Although there was no wish or desire to “tamper”
with the 269 sample any more, it became evident that the sample contained many single
diseases/illnesses/complaints/procedure occurrences. The scope was extremely broad, examples being from
requests for sterilization, shortness of breath, various types of cancers, circuit video electroencephalographic
monitoring, carbon dioxide poisoning to name just a few. To enable a classifier to be built successfully there
needs to be more than a single case to “train” the data. As a result what was a sample of 269 became a
reduced sample of 16. Within this sixteen, three classes were obtained. A sample of 8 patients who had
Pneumonia, 3 who had Chronic Obstructive Pulmonary Disease (COPD) and 5 with Coronary Artery
Disease (CAD). Although disappointing from a classification perspective, the data sample still enabled the
full prototype to be built and tested.

3.2.2 Ghana Verbal Autopsy Sample

This data set provided two opportunities. The word document clearly showed a structured format, including
both open and closed questions. Where there were open questions, known within the document as “the story
of illness” there was opportunity to process this information in GATE. By doing this the prototype process

would mirror that of the discharge summaries. The story of illness section of the questionnaire is where the
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interviewer invites the mother to give her personal account of the pregnancy, the birth and where appropriate
(if not a still birth) the events leading up to the baby’s death including any signs, symptoms or treatments
that took place. The other opportunity was to use the csv file, removing any non relevant attributes and then
upload straight into WEKA; in this respect the annotation phase via GATE would be removed. This would
recreate current practice where it has been acknowledged that the majority of data driven algorithms
discount the information in the open sections of the questionnaire. A decision was made to do both exercises
and compare the results. Unfortunately, with such a small sample, it would be unlikely that any significant
findings could be derived, although it would illustrate the process. To really benefit a larger test set would be
required to be tested on the classifier. The gold standard cause of death diagnoses were provided for this
sample and it was found to have two deaths from severe infection, one premature, one congenital

abnormality and the other was unexplained see Appendix L.

3.2.3 IHME Verbal Autopsy Sample

The complete sample of 1592 verbal autopsies would be used, once the final class attribute was converted
from number (integer) to an identifier (e.g. 1 to x1) no errors were picked up during initial data load and no
missing values were found. Through communication with the “gatekeepers” of this data it was established
that some of the designated symptoms were actually non symptom attributes which needed to be removed
during the cleaning phase to enable optimum processing results.

3.3 Cleaning the Data

All the data sets required some aspect of data cleanse before processing, to a greater or lesser extent.

3.3.1 Discharge Summary Sample

The 81 progress reports were removed from the data set. On initial load into GATE it was found that the
discharge summaries failed to annotate effectively. Within the GATE, documentation was supposed to be
able to be case agnostic, however it was found that the case sensitivity was not working effectively so to
combat this all the discharge summaries were changed into lower case. This was achieved by writing a
python program see Appendix P.
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3.3.2 Ghana Verbal Autopsy Sample

For each of the five VA’s the story of the illness section was manually extracted from each document and
built into a raw text file for processing into GATE. The CSV file was checked and no errors or missing
values were found. In total there were 246 attributes within the data set, and on checking the data set 12
attributes were removed before processing, leaving a total of 234. The attributes removed were all the unique
identifiers such as woman id and infant id, batch number, interviewer number. If these had remained in the
csv file then the classifier would have predicted on these unique attributes and therefore the results would
have been incorrect. Within the csv file there were some special values to understand “9” and *“999”
meaning not applicable, “8” and “888” both meaning not known and “0” meaning none.

3.3.3 IHME Verbal Autopsy Sample

The CSV file contained 142 “symptoms” (although if using the correct terminology they should be referred
to as “attributes”) in total. After gaining some additional information on the attributes within sample, 10
attributes were removed from the data set. These 10 attributes were deemed as noise and best removed from
the data set to ensure the most accurate results. Symptom 2 was removed as it was an age variable,
symptoms 27, 40, 45, 73, 77, 81, 83, 90, and 138 all describe the duration of symptoms listed elsewhere in
the questionnaire and symptom 140 was a location variable. Another aspect to the data was to identify the
special values within the csv file; “99” meant “did not know” and “-1” meant no response. This was

important to understand when reviewing the results from the classifier.

3.3.4 SNOMED-CT Data File

The SNOMED-CT file needed to undergo some basic but very crucial cleaning. As discussed previously on
receipt of the files it was very evident that each concept within the raw data file was annotated with a
hierarchy description. These were removed from the raw text file by the python program. After this was
completed the file then needed to be changed into lower case. Fig 3.1 a snapshot of the SNOMED-CT file
once the hierarchy descriptions have been removed and clearly shows that the file has a mix of both upper
and low case word structure. Without correction this would have caused annotation issues when the file was

built into a gazetteer to be processed within GATE.
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Once the data had been fully examined, assessed and
then necessary cleaning had been completed,
satisfaction was reached that the data was in a quality
format suitable to be put forward to be loaded in both
GATE and also WEKA. So the final data sets were as
follows, see Table 3.1. In total there were 16 US
discharge summaries. These went through each stage
of the completed prototype GATE, Python and
WEKA. The Ghana verbal autopsies (story of the
illness section) again through all stages of the
prototype. The 1592 IHME verbal autopsies and the
Ghana verbal autopsies (same 5) but in format 2, i.e.
the CSV file went through the WEKA process only.
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Fig: 3.1: A snapshot of SNOMED-CT Concept File

DATA SET SIZE FOFli}kJIEAT GATE PYTHON WEKA

o o |
Discharge Surnrmaries 16 Plain Text

o o |
Ghana Verbal Autopsies 5 Plain Text

(X (X W
Ghana Verbal Autopsies 5 CEV File

X (X] U
HME Verbal Autopsies 1592 CEV File

Table: 3.1: Final Data Selection, Preparation and System Usage

3.4 System Preparations

Before moving onto the modelling stage of the project it is important to advise the preparations that were

undertaken from a systems point of view to move forward with the prototype.

3.4.1 GATE

GATE was not a system that had been part of the syllabus of the course therefore a practical understanding

of the functionality, the “behaviour” and abilities of GATE needed to be acquired before a prototype could

be built. The knowledge and understanding came from the various learning tutorials on the web and a short

one hour workshop which took place at the University on the key but basic features of the system. The
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overall experience with regard to “setting up” GATE with a view to presenting it with text “to engineer” was
quite a painful one, exacerbated further when one is not familiar with NLP terminology and practices. It is
fair to say that assumptions are made that the user already has a level of NLP understanding to set up the
system ready for use. There was much learning from errors made and these are expanded upon in the
subsequent chapters.

3.4.2 Python

It was intended that the GATE tool would be used to identify, annotate and extract the medical concepts
from each of the medical text documents. At data preparation stage it was clear that GATE had some
limitations in that it was unable to output the results from the annotation phase of the prototype. As a result
an “add in” process needed to be built for the prototype to work accordingly. A python program was written
which read the contents of all the medical text documents one by one and output the results into ARFF
format. With this format produced it was then loaded straight into WEKA. If the program had not been built
then it would have been a manual extraction process which would have been unscalable on a greater volume

of verbal autopsy documents. Python was also used to clean the concept files.

3.4.3 WEKA

In terms of system preparation, the python program closed the gap in the process for the prototype build
where plain text files were the source of data producing an accurate ARFF file for upload to WEKA.
Decisions were made on what algorithms to use. Within the course only decision trees had been taught so
there was a high degree of background reading required to understand the available array of algorithms, their
functionality and purpose to enable an informed decision to be made on which ones would be most
appropriate. This was arrived at by considering the current practices in VA interpretation and reading papers
on machine learning against the backdrop of the data set and purpose of the project.
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3.5 Modelling: Prototype Model

In its basic form the prototype had six key steps: Firstly, the acquisition of the medical text documentation
and medical terminology. Then assess the format of each of the data sets. The next consideration was the
pre-processing of the data to enable the successful load into GATE, followed by a Python program to extract
the concept terms. Finally to then load the data (concepts now taken the form of attributes) into WEKA and
build various classifiers to establish some results, see Fig 3.1. There were some changes to the model based
on data format which were alluded to in the previous chapter and will be discussed further in this chapter.
From building and using this prototype an evaluation could then be undertaken into the verbal autopsy
process to understand the issues and challenges from a computational perspective.

Input Format Pre- Processing GATE Python

Medical Text
Documentation

Plain

Discharge Summaries Text Python Program Processing | Gazetteer Extract
. and t
Verbal Autopsies Word Cleamn_g and Language Concep
Doc Extraction of T
EHATA ; Resources rms
IHME csv Noisy

Data

Medical Terminology
SNOMEDLCT

Fig 3.1: Basic Prototype Model

3.5.1 Classifier/Algorithm Selection

Three rule based classifiers were used to baseline the results; ZeroR, One R and J-Rip. OneR is as it states a
simple 1 parameter classifier. ZeroR predicts the majority class if nominal or the average value if numeric;
in the case of this project it predicts the major class. Finally J-Rip implements RIPPER which is an acronym
for repeated incremental pruning to produce error results [90].

After the baseline was obtained a further set of classifiers were used. Through the literature research it was
established which methods have been used previously. The author wanted to use a breadth of learning
algorithms types so from WEKA the following were chosen: Naive Bayes is a standard probabilistic
classifier which has proven a popular approach in verbal autopsy, J48 a decision tree not a common
methodology but an interesting choice, MultilayerPerceptron a neural network which works on back
propagation, LogisticR a regression method and finally Adaboost.M1 which is a method that combines
multiple models and weightings.

35



Usually in a data mining project part of the sample would be used as the training set and then the remainder
for testing or a new set of data would be used. Unfortunately due to the small data sets this was not possible.
Although not ideal, to mitigate all the classifiers were built where possible using the cross validation

function.

3.5.2 Initial Steps

With the data understanding and preparation stages completed successfully the next step was to start to
“program” GATE to be able to carry out the tasks correctly and accurately. This involved a three stage

process;
1. Building an annotation pipeline in GATE
2. Construction and loading of the SNOMED-CT file to build a “gazetteer” in GATE.

3. Building a set of corpora to load into GATE for annotation

The annotation pipeline was built using “ANNIE” within GATE. Although ANNIE consists of a wide range
of processing resources the requirements for this project were a tokenizer, sentence splitter and also the
ability to build a gazetteer. The concept of using the gazetteer was that once functioning when run over each
corpus, it would annotate the text tokens when a match was found.

Although this seemed a straight forward process when building the annotation pipeline there were many
options for different processing resources tools available. The support documentation was comprehensive
but lacked intuitiveness when read by a complete novice wishing to undertake such a task. It was not clear
which processing resources would be best served or the order to load in the processing resources for

maximum benefit. This issue was resolved through trial and error.

The Gazetteer build also proved a challenge. Although the support documentation explained in detail about
what a gazetteer was and also there were pre-formatted gazetteers already contained within ANNIE there
were scant instructions of how to set up a new gazetteer. To resolve the pre-formatted gazetteer locations
were identified and the new gazetteer containing all the SNOMED-CT concepts was populated in the same
location to enable the file to be read.

To enable the use of Language Processing within GATE then a number of corpora needed to be built for
each data set. The following corpora were produced:

36



Corpus 1: US discharge summaries. Size: 16 (omitting all but 3 disease findings)
Corpus 2: USA discharge summaries Pneumonia: Size: 8

Corpus 3: US discharge summaries Chronic Obstructive Pulmonary Disease. Size: 3
Corpus 4: US discharge summaries Coronary Artery Disease. Size: 5

Corpus 5: Ghana verbal autopsies. Size: 5

Each of these was saved into a separate datastore within GATE to enable the fast retrieval of each corpus
when required. This was fortunately a relatively straightforward process.

3.5.3 Initial Data Load into GATE

On initial data load into GATE with Corpus 1 a number a key issue arose. When the corpus was run over the
gazetteer the concept annotations were extremely small in number, less than 3% of the corpus, see Table 3.2.
Through investigation it was established that case sensitivity was the issue. Despite GATE being
documented as being case agnostic clearly there were some issues. As a result the gazetteer and all the
discharge summaries were changed into lower case so that the matching between the corpus and the
gazetteer would be optimized. Once completed and with satisfaction that the compatibility issue had been
resolved the first prototype build could move forward.

Discharge Discharge
MNo: Tolkens Annotations Percentage No: Tolkens Annotations Percentage
22 5045 104 1.75% 22 5845 1062 17.86%
23 3180 78 2.45% 23 3180 a09 10.15%
28 3660 82 2.24%0 28 3ga0 656 17.92%
36 5460 104 1.90% 36 5460 941 17.23%
51 5360 a1 1.70% 51 5360 200 1a.60%
74 5725 112 1.96% 74 5725 026 16.17%%
T8 7080 131 1.85% TE F0E0 1210 17.09%
88 4640 TE 1.68% 88 4540 75l 16.19%
39 960 50 5.21% 39 &0 268 27.92%
o5 2284 105 4.60% 95 2284 42 32.49%
67751445 2570 88 3.42% 67751445 2570 658 25 60%
20 572 53 0.27% 20 572 171 20.90%
34 317 33 10.41%a 34 317 ) 25 87%
50 574 30 6.79% 50 574 149 25.06%
) 1208 112 0.27% 96 1208 374 30.96%
119 1557 155 9.06% 119 1557 492 31.60%
Total 51092 1415 2.77% Total 51092 o081 19.54%0

Table 3.2: Concept annotations shown in GATE. Table on left shows results where no changes make to case.

Table on right shows results after case sensitivity has been removed
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3.3 Prototype Build

Due to the tardiness of the verbal autopsy samples the discharge summaries where used first. The benefit of
the discharge summaries was seen as both their size and also the format which would allow the data to go
through every stage of the prototype process enabling a complete evaluation to be obtained and documented.

3.3.1 Discharge Summary Prototype

In total three prototypes were built and evaluated. To refresh the memory, this data set consisted of 16
discharge summaries. Within the set there were 3 classes, 8 cases of where a patient had been diagnosed
with Pneumonia, 5 cases of Coronary Artery Disease and 3 cases of Chronic Obstructive Pulmonary
Disease.

Prototype 1:

The concept behind the very first prototype was to process sample very much in the same way as a physician
coded autopsy would be undertaken. Although it is acknowledged that author has no medical background. In
this prototype the GATE process was removed and in place a manual human process was inserted. The text
within all 16 documents was read and then the key medical signs and symptoms within each document were
manual highlighted and a manual count of the frequency of these words was documented this was completed
to form the basis of the ARFF file for the classifier purposes. In total 21 symptoms of disease (attributes)
which were extracted from the 16 discharge summaries see Fig 3.3 based on frequency of the words used.
From this an ARFF file was built using notepad in preparation for the load into WEKA for the prototype
process see Appendix P for the actual ARFF file produced. To see the complete process refer to Fig 3.4

Cough, coughing, pleural, effusion, lobe, sputum, fluid, WBC, lung, chest, angina, shortness of breath, hypertension,
infarction, blood, pressure, artery, catheterization, chest x-ray, fever, chills

Fig 3.3 Prototype 1: The 21 identified signs and symptoms

MANUAL MANUAL MANUAL
Am;%?;ld | Frequency Count [—* >
Temms of the Build of ARFF file
Medical Terms

T

Pre-Processing

Discharge
Summary

i

Original Document

Discharge
Summary

Fig 3.4 Prototype 1: Process Model for the Discharge Summaries
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Prototype 2:

In this prototype the full automated process was applied. The corpus of the 16 discharge summaries was
loaded into GATE. The original 21 medical signs and symptoms from Prototype 1 were observed in GATE
to see if they received a mark-up in GATE i.e. to ascertain if medical terms chosen in the first prototype
were in fact recognized SNOMED-CT concepts; there was a match with the terms in both the discharge
summary and the gazetteer (see Appendix Q for an example of annotated summary).Of the 21 original, 7
were removed as they were not recognized SNOMED-CT concepts. These were lobe, lung, infarction, chest,
hypertension, pressure, and artery. It was found that SNOMED-CT does not recognise single word plurals so
“chills” was changed to “chill” a recognized concept. Where the gazetteer identified the FULLY
SPECIFIED NAME present the original term was replaced. For example “infarction” became “myocardial

infarction”. The new list of concepts can be seen below in Fig 3.5.

Cough, coughing, pleural, effusion, lobe, sputum, fluid, WBC, angina, shortness of breath, blood
pressure, catheterization, chest x-ray, fever, chill, pulmonary hypertension, myocardial infarction,
pleural effusion, pericardial effusion, green sputum, cardiac catheterization, renal stenosis, coronary

artery and white sputum.

Fig 3.5 Prototype 2: The 24 concepts

This increased the overall SNOMED-CT annotations to 24. The Python program was then run to extract the
annotated SNOMED-CT concepts and to count the frequency that they occurred within the text. For details
of the python code see Appendix R. The program produced the output file in ARFF format and the
annotations then became the attributes for the classifier (see fig 3.6).

SNOMED-CT SNOMED-CT
Pre-Process [ Concept File
Concept File
GATE GATE GATE GATE GATE
Data Load — Tokenizer ™ | Sentence Splitter Gazetteer — ARG
Document
GATE BUILD PYTHON
LR and PR Term Extraction
in “ANNIE” Program
PYTHON
T ARFF File Build

Pre-Processing

US Discharge
Summaries

T

Original Document

US Discharge
Summaries

Fig 3.6 Prototype 2: Process Model for the Discharge Summaries
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Prototype 3:

This prototype again used the full automated process as shown in Fig 3.6. The difference with this prototype
is that the gazetteer was run over all the documents and every SNOMED-CT concept that was annotated in
GATE using the SNOMED-CT gazetteer was extracted. This produced a significantly larger number of
SNOMED-CT concept annotations in total 9981, see Table 3.3.

Discharge

No: Tolkens Annotations Percentage

22 5845 1062 17 86%

23 31&0 a0g 19.15%

28 3660 A58 17.92%

36 5460 941 17.23%

51 5360 ae0 16.60%

74 5735 02a 16.17%

78 080 1210 17.00%

it 4640 751 16.19%

39 960 268 27.92%

95 2284 742 32.49%

67751445 2570 658 25.60%

20 572 171 20.900%

34 317 a2 25 87%

S0 574 149 25.96%

6 1208 374 30.96%

119 1557 402 31.60%

Total 51092 0081 12.54%

Table 3.3 Prototype 3: Discharge Summaries: SNOMED-CT Annotation Results

3.3.2 Ghana Verbal Autopsy Prototype
Prototype 1: Story of llIness

This prototype again used the full automated process as shown in Fig 3.7. When loaded into Gate the corpus
which contained the free text section within the document, the story of the illness a total of 2658 tokens and
within this 551 SNOMED-CT concepts were achieved see Table 3.4.

VA Number: Tokens SNOMED-CT Concept Percentage
VA BOIL 447 125 20.27%
VA BOIZ 383 92 24.02%
VA BOIS 244 52 21.31%
VA BOI4 635 116 18.27%
VA BOIS 969 Nl 17.13%

Total 2658 551 20.73%

Table 3.4: Prototype 1: Ghana Verbal Autopsies: SNOMED-CT Annotation Results
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Fig 3.7 Prototype 1: Process Model for the Ghana Verbal Autopsy Prototype Format 1

Prototype 2: CSV format

The CSV file detailed the responses in the full questionnaire. In total there were 234 attributes loaded into
WEKA to run the classifiers. The process can be seen below in Fig: 3.8

Data Fonmat Pre Processing

—
Ghana csv file Ghana csv file

Fig 3.8 Prototype 2: Process Model for the Ghana Verbal Autopsies

3.3.3 IHME Verbal Autopsy Prototype

The CSV file detailed the responses in the full questionnaire. In total there were 132 attributes loaded into
WEKA to run the classifiers. The process can be seen below in Fig 3.9.

Data Fonmat Pre Processing

—
IHME csv file IHME csv file

Fig 3.9: Process Model for the IHME Verbal Autopsies

In the next chapter the results are provided together with a complete evaluation of the project assessed

against the aims and requirements outlined at project commencement.
41



Chapter 4: Evaluation

4.1 Introduction
When this project was embarked upon its intentions was to look at two broad areas;

(i) To research the verbal autopsy process to a gain a real insight and examination of this process understand
the issues and challenges both of manual effort and computational methods.

And,

(i) To illustrate and document these through the build and delivery of a prototype which sought to replace
the role of both “coder” and “physician” to establish an accurate cause of death.

Before discussing the results of each prototype in detail, it is pertinent to provide some general evaluation

against the minimum and additional requirements as set out in 2.5.

The research aspect of this project fulfilled the first three aims of the minimum requirements which proved
to be an extremely challenging process. The primary reason why verbal autopsy is in place is that the
countries that use it are without the infrastructure and financial resources to support them to build vital
registration systems which in the western world are taken for granted. Although verbal autopsy is a seen as
the best method to address this shortfall the whole process it is fraught with issues which makes it a very
complicated problem space to examine and document. Overall it’s a fragmented problem space and despite
efforts going back over 30 years and significant organisations involved such as the WHO there has been
little traction in gaining consistency within the process. As a result countries and indeed regions in countries
all conduct the process differently and as such any research findings reflect this. It has been reported that in
some DSS sites questionnaires have not changed in over 10 years due to the expense of updating and
retraining [93]. In short, progress is slow and painful. Although significant research papers were found on
verbal autopsy, very few examined how to move this issue forward from a computational perspective; where
evidence for this was found it was documented in 3.1.7. What really resonated throughout the research stage
was the lack of agreement on which computational approaches are best or should be further explored.
Although a personal view from the research it seems that Physician Review and Expert Algorithm (again by
Physician) are both seen as being more clinically credible than computational methods, even though they are
not without fault. In fairness to this statement what isn’t being implied is that the health profession is not
interested in new methods but the constraints around sourcing quality data and in the volume required mean
that none of the computational approaches have been tested robustly enough to warrant widespread clinical

credibility.
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With regard to researching the terminological systems, this was a minefield of ambiguity when trying to
establish the differences between each system, their features and characteristics. Research papers often cited
them as being used but again there were very few that explained the rationale of why they were being used.
To enable a comprehensive covering of the subject the research included moving into the area of medical
informatics. What was also was discovered was that although ICD-10 should be used as the core
terminology reference in the field, cut downs of the terminology were used and in some areas not used at all,
with preference to other terminologies or practices [91].

When examining the approaches of the extraction or recognition of natural language within the medical
domain what was very clear is the volume of research that has been conducted on electronic patient records,
including an array of research on extracting the free text narratives from discharge summaries. Through the
literature search on verbal autopsies on medical text extraction it was a completely different picture. In fact
the research advised that from a computational perspective the free text aspects of the verbal autopsy

questionnaire were excluded from processing.

The background research conducted, although challenging to fuse together, provided an excellent foundation
to build the prototype. The issues around gaining sample medical text are already well documented within
the body of the report and also in the project reflections in Appendix A, so no further comment is required.
The build of the prototype very much assisted in drawing out the issues associated with this process from a
computational perspective. Although not without its challenge again the prototype was built and through its
implementation medical text (both discharge summaries and verbal autopsies) were annotated, extracted and
classified. As a result, conclusions are drawn and avenues for enhancement are advised. A more detailed
evaluation of the results from each prototype and the systems/programs used to undertake this work are
recorded in the remaining sections of this chapter.

4.2 Prototype Results

A benchmark needed to be applied to the results to determine its ability to predict accurately the cause of
death. Although there is not definite agreement on this among experts, again another consistency issue
within the overall process, the view of Anker which is supported by many experts; in order for a verbal
autopsy classifier to be useful for classifying the death of an individual, it should be able to classify a death
due to a disease with a sensitivity (true positive rate) near 90%; or in other words, it must have a
generalization error (1-specificity) less than or equal to 10% [16].
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“Sensitivity” and “specificity” are statistical measures of the performance. Sensitivity is often also known as
the recall rate and measures the proportion of actual positives which are correctly identified as such; the
percentage of people who are correctly identified as having a disease. Specificity measures the proportion of
negatives which are correctly identified; the percentage of well people who are correctly identified as not

having the disease [92,93].

number of True Negatives
number of True Negatives + number of False Positives

specificity =

number of True Positives
number of True Positives + number of False Negatives

sensitivity =

To explain in layman’s terms; the “True Positive Rate” is the cases of disease where the classifier shows that
they have the disease and they actually do. The “False Positive Rate” is the cases of disease where the
classifier shows that they have the disease when actually they do not. The below table 4.1 explains the terms

succinctly.

Actual Dizeaze

Dizease  Present Dizease  Absent
Test |Positive  |Disease Present + Posiive result = True Positive |Disease ahzent + Posttive result = False Positive

Fesult (Megative |Condition present + Megative result = False Condition ahzent + Negative result = True
(inwalid) Negative {accurate) Negative

Table 4.1 Explaining Disease Result Outcomes: Source: http://encylopedia.the freedictionary.com/sensitivity

Other classifier measurements that will be examined are “Precision” which is the number of true positives

correctly labeled as belonging to the class. The equation below makes this a simple concept to understand.
tp

tp + fp

“Recall” which is the total number of true positives divided by the total number of elements that actually

Precision =

belong to the positive class i.e. the sum of true positives and false negatives which were not labelled as
belonging to the positive class but should have been. In this context Recall also refers to as the true positive
rate. Therefore relating back to the above the true negative rate is also known as the “specificity” and false

negative rate is known as the “sensitivity” [92,93].

tp

Recall = ———
tp+ fn
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Before the results are discussed it is recognised that due to small sample size the validity of the results in
terms of offering definite and exacting conclusions are problematic. A larger sample would have
significantly increased the statistical validity of the findings. However, the results despite this provide an
interesting proof-of-concept and again bring out the computational issues and challenges associated with the
verbal autopsy process. The complete set of classifier results from WEKA can be found in Appendix S-U.
Although a summarized version for each data set is below.

Discharge Summaries:

Number of Attributes 21 24 146
Total Number of Instances 16 16 16
ZeroR Cross Validation Prototype 1  Prototype 2  Prototype 3
% Correctly Classified Instances 50% 50% 50%
% Incorrectly Classified Instances 50% 50% 50%
OneR Cross Validation Prototype 1  Prototype 2  Prototype 3
% Correctly Classified Instances 62.5% 75% 75%
% Incorrectly Classified Instances 37.5% 25% 25%
J-Rip Cross Validation Prototype 1  Prototype 2  Prototype 3
% Correctly Classified Instances 43.75% 62.5% 68.75%
% Incorrectly Classified Instances 56.25% 37.5% 31.25%
J48 Cross Validation Prototype 1  Prototype 2  Prototype 3
% Correctly Classified Instances 75% 75% 68.75%
% Incorrectly Classified Instances 25% 25% 31.25%
Naive Bayes Cross Validation Prototype 1  Prototype 2  Prototype 3
% Correctly Classified Instances 62.5% 68.75% 43.75%
% Incorrectly Classified Instances 37.5% 31.25% 56.25%
MultiLayerPerceptron Cross-Val Prototype 1  Prototype 2  Prototype 3
% Correctly Classified Instances 50% 50% 50%
% Incorrectly Classified Instances 50% 50% 50%
AdaboostM1 Cross Validation Prototype 1 ~ Prototype 2  Prototype 3
% Correctly Classified Instances 75.0% 100% 100%
% Incorrectly Classified Instances 25.0% 0% 0%
Logistic R Cross Validation Prototype 1  Prototype 2  Prototype 3
% Correctly Classified Instances 43.75% 50% 50%
% Incorrectly Classified Instances 56.25% 50% 50%

Table 4.2 WEKA Results: Discharge Summaries
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Ghana:

% Correctly Classified Instances

100%%

100%

%o Incomrectly Classified Instances

0%

0%

Table 4.3 WEKA Results: Ghana VA’s

4.2.1 Discharge Summaries

The results from the baseline:

OneR predicted 62.5% correctly classified predicting on Hypertension on Prototype 1 and then on Cardiac
Catheterization on Prototype 2. ZeroR and J-Rip produced the same results across all the prototypes
achieving 50% of correctly classified instances. ZeroR predicting Pneumonia which was expected as this

was the majority class.

Overall, from the remaining algorithms, J48, Naive Bayes, MultliLayerPerceptron, Adaboost.M1 and
LogisticR the most accurate results were output from Prototype 2. However, only Adaboost.M1 was able to
offer a high degree of accuracy with the results exceeding the target outlined by Anker. Of all the algorithms

Table 4.4 WEKA Results: IHME VA’s

LogisticR was the poorest performer, with less than a 50% performance.

(op]

Number of Attributes 51 34 Number of Attributes 132
Total Mumber of Instances 5 5 Total Number of Instances 1592
% Correctly Classified Instances 40% 40% % Correctly Classified Instances 11.6834%
% Incomrectly Classified Instances 60% 0% % Incomrectly Classified Instances 88.3166%
% Correctly Classified Instances 40% 40% %% Correctly Classified Instances 19.0327%
% Incomrectly Classified Instances 60% 0% % Incomrectly Classified Instances 80.9673%
%o Correctly Classified Instances 40%a 40%a %o Correctly Classified Instances 2T.63828%
% Incomrectly Classified Instances a0% G0% %o Incomectly Classified Instances T23618%
% Correctly Classified Instances 60% 0% % Correctly Classified Instances 26.8544%
% Incomrectly Classified Instances 40% 40% % Incomectly Classified Instances T3.1156%
% Correctly Classified Instances 100% 100% % Correctly Classified Instances 5.5276%
% Incomrectly Classified Instances 0% 0% % Incomrectly Classified Instances 04.4724%
% Correctly Classified Instances 100% 100% % Correctly Classified Instances 13.1281%
% Incomrectly Classified Instances 0% 0% % Incomrectly Classified Instances 86.8719%
AdaboostM1 Cross Validation S0I CsVv
% Correctly Classified Instances a0% G0% % Correctly Classified Instances 18.0276%
% Incomrectly Classified Instances 40% 40% % Incomrectly Classified Instances 81.9724%
Logistic R Cross Validation 501 CsV




Of the three diseases classes — Pneumonia, Coronary Artery Disease (CAD) and Chronic Obstructive
Pulmonary Disease (COPD), the disease which was most successfully classified was Pneumonia.

With J48, Adaboost.M1 Pneumonia achieved 100% sensitivity for all prototypes. Naive Bayes delivered a
sensitivity of 87.5% on Prototype 1 and 100% on Prototype 2. Both MultiLayerPerceptron and Logistic R
performed to a similar standard circa 62% sensitivity except in the case of Prototype 2 on
MultiLayerPerceptron where it achieved 87.5%.

In evaluation there are a number of reasons why pneumonia achieved the most accurate predications. Firstly
if you consider the overall data set 50% of the cases were cited as patients suffering from pneumonia. This
will have been an advantage with some of the algorithms. Ideally it would have been better to have equal
numbers of disease cases, but in this sample it was not achievable. Also with pneumonia the signs and
symptoms were more distinct than the other two disease groups. Although again a small sample and the
author has already advised that the sample size inhibits its results from a statistical perspective, this does
concur with the research findings and indeed results on data driven algorithms used for verbal autopsy. In a
number of the algorithms the classifier identifies that importance of chest x-ray and that this procedure was
unique to the pneumonia cases. Also that the symptom plural effusion was common in pneumonia cases,

none reported for CAD and only one report for COPD.

After Pneumonia, CAD was the next most successful classification, although overall the results were poor.
Although in prototype 2, Adaboost.M1 delivered 100% classified instances for the remaining classifiers
performed badly with results from only 33-67%. Obtaining no way near the benchmark required for
accuracy in cause of death diagnosis. On examining the success of the Adaboost.M1 results, the classifier
choose a decision stump as its method successfully identifying both the chest x-ray and cardiac
catheterization as the key attributes which would deliver an accurate result. In consideration as to why most
of the classifiers performed poorly the main reasons were found that there were overlaps with the signs and
symptoms of CAD and COPD. For example many of the CAD and COPD patients shared the symptom of
problematic blood pressure, had undertaken catheterization procedures or had experienced a myocardial
infarction. As a result there is less clear water between these classes and the net result being that the
classifiers make errors/mistakes. Another reason is that some of these algorithms are complex in makeup,
e.g. MultiLayerPerceptron and this complexity only serves to add confusion into as result with a small data
set. With a larger data set, this learning algorithm may have better performed.

In terms of the classifiers ability to predict COPD, J48, MultiLayerPerceptron, Naive Bayes delivered a 0%
sensitivity on all classifiers. Only Prototype 2 provided some success with Adaboost 100% sensitivity and
LogisticR achieving 33.3%, very disappointing. Investigation in the poor performance was seen as sample
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size only 3 out of the 16 samples were COPD cases and also there is the overlap of symptom with the CAD

cases.

In relation to prototype 3, when the discharge summary corpus had been successfully put through GATE
what became very clear was the sheer volume of SNOMED-CT concepts annotated. In total there were an
astonishing 99811, although, the results that occurred were not as expected. Naively, the expectation was that
all the concepts would be all medical words or phrases. The output of the results did deliver these
successfully but it also delivered a multitude of other words which potentially were going to cause an issue
with the classifiers. Examples of the additional concepts which were appearing as annotations were “date”,
“other”, “seen”, “started”, numeric numbers and there were many, many more. Although when reading the
discharge summaries these words were important for context and it was clear how they benefit a physician it
very much increased the complexity from a computational perspective. Using one of the discharge
summaries as an example, here is a short except. In colour are the highlighted SNOMED-CT concepts.

*“Left side shows fibrofatty plaque, mostly flat in common carotid and scattered

heterogeneous plaque at the bulb. V-p lung scan was performed on date [may 24 2007],

which showed low probability of pe”.

Although some of these words such as “plaque” are really useful for the classifier would have had only the

following words as an input.

“Left side, plague, flat in common, scattered, plaque, bulb. p, date, low”.

A decision had to be made on the next course of action. The root cause of the issue was that the SNOMED-
CT concept file was so granular, which viewed as a key benefit but now had created an annotation list which
was now so full of noise it was potentially preventing the obtainment of any meaningful results. Thinking
around the issue, the course of action chosen was to reduce the SNOMED-CT concept annotations by only
including the most frequent medical terms. This would enable a prototype to be built and results obtained.
The reason this decision was taken was that the author wanted to test if increasing the medical concepts from
prototypes 1 and 2, which only contained 21 and 24 concepts (attributes) respectively, would increase the
classifiers ability to predict cause of death in Prototype 3. If Prototype 3 production was aborted, this

question would not be answered

Through undertaking a layman’s assessment of the corpus 146 of the most frequent occurring medical terms
were extracted and then the classifiers were built. The results of Prototype 3 proved to be very interesting.
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Overall for Prototype 3, Adaboost.M1 delivered 100% sensitivity on all diseases and overall performed
equal to prototype 2 on MultiLayerPerceptron and LogisticR, although overall this was not a good result as
neither of these classifiers had performed well across the board of results. The worst performance was using
Naive Bayes only achieving 43.75%.

In conclusion, prototype 2 delivered the best results. Prototype 2 was either the best performing or equal best
performer. The conclusion drawn from this is that Prototype 2 benefited from the extra granularity with the
terms for example “pulmonary hypertension” rather than hypertension, which gave a greater uniqueness
between classes and therefore the classifier performed better. Prototype 1 came in second best followed by
Prototype 3. Although this cannot be validated as another sample is not available for test, it is suspected that
Prototype 3 would perform equal if not better to 1 and 2 had the data set been significantly larger. To explain
with only 16 samples and 146 attributes there is too much sparseness of data values to produce an accurate
result. Had there been 1600 samples the results may have been very different.

The results from Prototype 3 provide an opportunity for future NLP exploration to investigate if
improvements could be made on a new prototype which would remove the majority of the noise.

4.2.2 Ghana Verbal Autopsy

The first prototype of the verbal autopsy sample suffered the same issues as Prototype 3 within the discharge
summaries. From a corpus of 2658 tokens, 551 SNOMED-CT concepts were identified. Again the sample
contained a considerable amount of noisy words which were unlikely to have added credibility to the

classifier, words such as... “out”, “before” “related”, “month”, “seventh.”

So as Prototype 3 from the discharge summaries the most frequent concepts were extracted, in this 51 to
ensure that some results could be obtained.

The results from the baseline: Story of IlIness

Due to the size of the sample cross validation could not be performed on this sample. As a result the training
function had to be used, see Appendix U for full details. The results are listed below but not considered
statistically valid:

OneR, ZeroR, J-Rip all delivered the same results 40% correctly classified instances and 60% incorrectly
classified.

In terms of the remaining classifiers, Naive Bayes, MultiLayerPerceptron and LogisticR all delivered 100%
correctly classified instances whilst J48 and Adaboost.M1 delivered 60%.
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The results from the baseline: CSV file

The remaining prototype using the CSV had similar results, as again the training function could be applied to
the classifier.

It is fair to say that these results are not statistically valid. However what was a very interesting learning area
that came out of the prototype of real worth was the annotation observations

Grammatical issues and missing spelling within the Ghana verbal autopsies was very prevalent. To illustrate
using just one of the verbal autopsies every line in the document except one contained spelling and/or
grammatical errors. The document consisted of 427 tokens and within that there were 19 spelling mistakes
both with medical and non medical words. As a result some of the signs and the symptoms were not
annotated by the gazetteer in GATE. This caused a number of signs and symptoms to be omitted when they
should have been recognised as SNOMED-CT concepts. A few examples being the misspelling of
“dizziness” as “diziness”, “bulging fontened” when it should have read “bulging fontenelle” [which is a
build up of fluid on the brain in new born babies something that needs to be identified in a verbal autopsy
questionnaire]. Other examples were “jaundice” spelt as “jaudice” and “breathing” spelt as “breating.”

Also there were examples of important symptoms and signs which were not annotated by the gazetteer. For
example a local term “anidane” which describes pain in the lower abdomen whilst in pregnancy. This term
also appears as a particular question in the structured section of the questionnaire asking if “anidane” had
occurred. Also within the structured questionnaire it asks if symptoms of “afare” and “afam” had been
present. Both of these are Ghanaian terms, “afare” is being too thin or malnourished looking at birth and
“afam” means extremely sick and about to die. The gazetteer would not recognise any of these terms.
Neither did it recognise another local term which appeared in some of the other verbal autopsies obtained,
the term “asram.” In Ghana, asram is the main serious illness (in local language terms) and most mentioned
by care givers in relation to newborn illness or death. The symptoms are described as causing green veins on
a baby’s body, continuous crying and growing lean [94]. The cause of this is said to be either passed to the
baby through jealousy, bad spirits or the devil has taken over the baby. The Ghanese people believe that if
this occurs in a baby there is nothing that can be done [94-95]. This one experience really did illustrate the
issue of using particular terminological systems and also questions their practical use in certain situations.
Omittance of these very important key terms is very much a drawback for computational approaches. If only
the core terminological system detail is used and does not allow for adaptations based on country. In
researching it was found that in countries in Africa local terminology is injected into data driven algorithms
to ensure that vital information is not lost [91]. This is a very important observation and key learning area
from the research conducted.
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4.2.3 IHME Verbal Autopsy

To refresh, this was a csv driven classifier with no GATE process. In total there were 132 attributes (all
anonymised), 1592 verbal autopsy cases and 32 possible causes of death again, all of which were

anonymised.
The results from the baseline:

ZeroR achieved 11.6% correctly classified instances, 19% was achieved via OneR and a more positive but
still extremely poor result of 27.6% on J-Rip.

In terms of the other classifier results there was a wide range of results from 5.5% -26.8%, see Appendix V
for the full set of results. What was very clear was that the results were very poor and an investigation was

carried out to determine why this was the case.

This was a particular challenge due to the heavy
anonymisation of the data which meant that all that

could be observed were numbers. However, when

taking the cause of death data and placing it into a

histogram format, see fig: 4.2, some interesting

results became clear. There were a real disparate

number of causes of death. For example within the
1592 VA'’s there were only 5 examples of “x4” cause
of death compared to 186 of “x16” cause of death.

Looking at the overall results the only causes of death

which were accurately predicted to a 90%+
sensitivity were “x6” and “x16” see Appendix V.

Fig 4.2: Cause of Death for the IHME sample

There could be a variety of reasons for this but given the limitations known about the data, two broad
explanations are offered. Firstly, as both of these have a significant sample size this may have improved the
results with the classifiers or that these causes of death have particularly distinct symptoms which enable the

cause of death to be more accurately predicted.

Drawing the evaluation to nearly a to close, | would like to end with some general comments about the tools

and the systems used.
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4.3 Evaluation of SNOMED-CT

SNOMED-CT is clearly very granular, has good coverage and possesses a demonstrated clear ability to deal
with composite phrases. For this task it is felt that this did impede the results from this particular prototype
rather than enhance them. SNOMED-CT found it problematic to identify commercial names for medicines
against their generic names. Possibly not a major issue in verbal autopsies, but it was very apparent with the
US discharge summaries. Its ability to deal with certain words or phrases was an interesting observation — it
annotated fever with chills but not fever with chill, it annotated “lung cancer” but not “cancer of the lung.”
Also it does not have diabetes or hypertension as a SNOMED-CT concept. Although | understand why, it
provides the full preferred name which assists in standardisation and increases machine readability on
patient notes. This means that these two terms which were seen regularly within the medical text
documentation were not identified. These will not be lone examples; there will be others.

However, it is a multi purpose nomenclature and currently is not used for VA coding as ICD-10 is the
recognised terminology. However, its composite phrasing was a benefit to the prototype. If the opportunity
was present what would have been good would have been some expert medical advice on which concepts

were needed to be included to assist in determining cause of death.

4.4 Evaluation of GATE

GATE is open source software and seemed to be slow at times on processing. It was difficult to master, and
not intuitive to use. For an NLP novice, building the gazetteer and also the annotation pipeline required
considerable thought and work to get right. The lack of output function into ARFF or csv was disappointing
and caused integration issues to other tools, although this was overcome by the use of python. The lookup
through the Gazetteer as a visual was very clear and easy to understand. Although what was disappointing
again is that there is no integrated spell checker or plugin that can be attached. This would have certainly

improved the annotation on the Ghana verbal autopsy sample.

4.5 Evaluation of WEKA

WEKA performed well with the prototype. It has a wealth of learning algorithms to choose from which
enabled a wide range of them to be used with confidence and the results documented. The only criticism
with WEKA is that with so much choice it is not clear which to use, and with such a broad functionality
reading up on their purpose and descriptions is required before a final selection can be made.
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4.6 Evaluation Feedback from VA Researchers:

I submitted a draft of this report to:

Betty Kirkwood, London School of Hygiene and Tropical Medicine.

Karen Edmonds, London School of Hygiene and Tropical Medicine.

Sammy Danso, Kintampo Health Research Centre, Ghana.

Dr. Abraham D Flaxman, Institute of Health Metrics and Evaluation, Washington University, USA.
Sean T Green, Institute of Health Metrics and Evaluation, Washington University, USA.

Saman Hina, Assistant Professor at NED University of Engineering & Technology, Karachi and currently a
PhD Student at Leeds University.

Subsequent feedback received back to Student and Project Supervisor:

Dr Abraham D Flaxman (26" August 2010).

“This looks really nice, just the kind of thing | was hoping our data could help with. I'm glad
our data was helpful”.

Sean T Green (29" August 2010).
“I thought your project covered a lot of different aspects of VA thoroughly”.

Saman Hina (25" August 2010).

“You did great job to complete this project as the data used in this project is not simple at all and
understanding the complexities of free text in natural language and data standards was really
appreciable in this short duration of your project time”.

Sammy Danso via Dr Eric Atwell whilst the project was being completed.

“I have been following Rebecca’s project on her blog and I must admit that I'm impressed with her

progress made so far.”

Betty Kirkwood was on annual leave at the time of project report completion.

53



Chapter 5: Conclusions

With a smaller data sample than desired, it is very hard to draw some exacting conclusions with regard to the
specific results included in this project. The prototype itself although not handling large volumes of verbal
autopsies for this particular data set clearly had the ability and robustness to process much larger samples and |
am confident that if larger samples were available it would have delivered results where some more definite
conclusions could be drawn. However, the building of this prototype and going step by step through the process
has proved to be a very worthwhile and valuable exercise. It did enable all the requirements of the project to be
met as there was an ability to examine, illustrate, understand and face the real challenges of this problem space.
The findings do add to the existing research in this field.

What the model does illustrate is the sheer complexity of the task and the challenges that surround extracting
information from medical documents such as verbal autopsies and discharge summaries when attempting to

address with a computational approach.

What resonated with the samples obtained is despite being small, the uniqueness of each one. Every patient is
different; all have a story/history which is unique to them. Trying to extract the information and then arrive at a
cause of death is a difficult task for a physician let alone a computer. The importance of local knowledge and
local context has proved to be crucial in the process. Local terminology is important, terms such “afam”, “atare”
and “asram” are not included in international terminologies. These are important terms and should not be
ignored. If someone from Northern Canada was complaining of fever chills and nausea and vomiting before they
died you would not think they had malaria but you would if a person had those symptoms in Ghana! This is an
extreme case but also the issue also occurs at the subtle level which was brought out in the results of the
prototype; compounding the issue from a NLP and computational perspective.

To explain where there was clear water between the symptoms then the prototype/classifier performed best. This
supports the view that a classifier will more accurately predict cause of death when symptoms are distinct. Even
with a small sample the prototype more accurately classified the pneumonia cases than coronary artery disease

and chronic obstructive pulmonary disease where similar signs and symptoms are often present.

This does support the view that one terminological system does not fit all. The project has demonstrated that
SNOMED-CT worked well on the US discharge summaries, unsurprising a system developed in the US/UK.
Although it performed less well given autopsy data from Africa, where culture and tradition have different words

and even meanings for some diseases which are just not recognized in the western world.
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The prototype also very pointedly illustrated the NLP issues and challenges when dealing with both free text and
strucutured text formats. Although there were abbreviations in the discharge summaries often the SNOMED-CT
gazetteer was able to identify these due to its ability to acknowledge synonyms which proved helpful in the
identification of signs and symptoms. Abbreviations were much less of an issue with the verbal autopsies
although with them the biggest issue along with local terminology was the high degree of misspelling which
impacted on the ability to extract vital information. This is not surprising as the interviewers are often lay people
and the “coders” although trained would not have the education of a physician. This is not an easy issue to
address.

The WHO is pressing for standardisation of documentation and overall this does appear to be the right action
path, as standardisation does increase the possibility of machine readability of documentation and would also
enable more research to be compared and evaluated, something that is very much lacking in this problem space.
However, the pace of change is slow and the process of moving to standardisation is fragmented. Increasing the
machine readability could potentially reduce manual resources expended although the cost of set up and
maintenance could very easily outstrip the cost of employing a coder for example in Ghana. Therefore not only
is there a computational challenge to address but also cost issues, a major issue for developing countries.

Based on all the issues and challenges that have been presented and drawn out through this project, and the fact
that to date they are still unresolved despite concerted efforts from various organisations and bodies all around
the world it is unlikely that a computer will be able to take the role of both the coder and the physician to
establish an accurate cause of death in the near future.

5.1 Future Work:

Research has shown that data sample sizes together with an associated gold standard is a major issue overall in
this problem space. To be able to take this forward from a computational approach, larger samples need to be
gathered and importantly conducted under the same protocols so that comparability can be assessed. Only then
can computational processes start to move forward. Standardisation is also key so that machine learning becomes
a viable option not only to assist in developing more accurate predictors of cause of death but also to assist with
cost control.

Alternatives are needed to physician review as it is relatively cost ineffective and not feasible when assessing
large numbers of questionnaires. More research needs to be carried out using the data driven methods of Logistic
Regression, ANN and Bayesian approaches to provide a real alternative that can handle volume case load and
predict with a high degree of accuracy and consistency cause of death.
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In acknowledging the key benefits of the physician review and predefined expert algorithms, local knowledge,
local custom awareness and experience, there may be an argument to look at how case based reasoning could
assist in the process. Through case based reasoning a system would be developed to diagnose cause of death
based on a series of typical cases. When conducting research for this project, case base reasoning was
researched. In general case based reasoning can be very consistent if a standard system is developed. However,
when undertaking the research only one reference was found within some documentation by the WHO that
advised that currently (as of 2005) no such systems had been developed [91]. This may be a suitable area for

research moving forward.

In final conclusion, data driven research may feedback into improved design of standardised questionnaires. If
we have a better understanding of which features and questions are useful in automated diagnosis, this can

inform the design of questionnaires, so that the VA can be simplified.
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Appendix A: Reflection on the Project

Acquiring a suitable data set for this project was extremely challenging, but | guess you have picked this up
reading the project report. The learning point here is that if you don’t have the data at project
commencement or a guarantee that you will be provided with the data (coming from a known and trusted
source) my advice would be to think long and hard as to whether you move forward with your project idea.
Despite me being very well organised, with a good project plan, the lack of data put considerable strain and
injected needless worry into the project. Although | dealt with it and overcame the challenge, it does add to
an already demanding experience.

To explain, for all the MSc students reading this, the period between Christmas vacation and September is a
long one. You have your exams in Feb so you are revising for them; you finish and then get straight into
Semester 2. At that point you are working on project ideas and starting your literature search for your
project. Then before you know it your May exams have arrived and by this time you should have got the
bulk of your literature review done. It is a major juggling act and by this time you are very tired and there
are still 4 months to go. So please learn from my experience, if you can’t guarantee 100% that you can get
your hands on the data then think twice about going down this route.

Another thought is make sure you choose something that ideally you are interested in or passionate about. |
know that sounds a really obvious thing to do but it isn’t. My experience is some students are so caught up
with Semester 2 and exams that sometimes the project is an afterthought and then once they start it isn’t
what they think. So in the January have a think about what you are going to do and ensure that if a project
intrigues you then make an appointment to see the lecturer concerned and ask them about the project, make
sure you understand the subject and also assess whether you are going to find it engaging. In terms of my
own experience, | was fascinated with this subject and when times got hard it was this fact alone that

enabled me to keep my enthusiasm, drive and determination to succeed.

Planning your project cannot be underestimated. A good project plan put up somewhere in you home helps.
Don’t just make one and then file it, placing it somewhere prominent helps you to keep track of where you
are and where you are going.— hopefully going forward! I also set up a blog. At first it seemed really strange
documenting what | had done or was going to do on a blog (I’m not an active blogger) however I found real
benefits in doing so. | put all my key literature review on it, my project plan and also any thoughts that I had
including challenges and successes. When | had to write my report the blog helped me and it also gave
visibility to my project supervisor.
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Now | have finished, | recognize how important organization was to my project. If you are undertaking a
project in a subject area unknown to you, which mine was, in the medical domain do allow yourself time to
understand the terminology associated with the subject. You are adding an additional dimension to your
project alongside the computing. My advice is when assessing the time to understand a new subject assess it
then double it. This will ensure that you give yourself enough time to do the subject matter justice and allow
yourself enough time to absorb it, something that cannot be underestimated. When you are conducting your
literature review you will find yourself with an extraordinary amount of papers. | found the best way of
managing them was to put them into piles based on research area/angle and then label them up with a
highlighted marker — A,B,C, etc with the date they were produced. This saved me time when | was trying to

my find papers and quickly provided me a chronological view of my research for my chapter 1.

Also | would say that Semester 3 is a very different from the previous semesters. During Semester 1 and 2
you spend a considerable amount of time with your class mates, sharing knowledge experiences and helping
each other out where you can. When Semester 3 comes you stop seeing your class mates so much as there
are no lectures to attend, it’s just you and the project. It is tempting to stay at home and do your project but |
found it beneficial to come to the University and meet up with class mates at least once a week. At times
your class mates are your best stress relievers as they are going through the same thing as you especially in
late July/August. At that point you are well entrenched within your project but at the same time have feelings
about whether you are ever going to complete it! Completely irrational, but it does go through your mind.

Do see your project supervisor every week, you can solicit feedback and it’s an opportunity to discuss any
problems and issues. When | was doing the second part of the project building the classifiers | only had
experience of “decision trees.” | recognised that | needed a much broader knowledge of machine learning
than 1 had acquired in lectures. So the ability to read up on subject material and then go and speak to my
supervisor to check that my understanding was sound was an important and valuable resource. Another
opportunity to gauge how you are progressing is to present your project to both your assessor and superviser.
Get yourself prepared on the structure of the meeting (I used a powerpoint presentation which worked well
for me) to guide the proceedings. It’s a great opportunity to gain feedback from the assessor. | got some
good advice on base lining in WEKA and based on feedback | wrote a python program which helped to

address an implementation aspect of my project.

Finally, 1 would say that this has been the most challenging academic task that | have ever done, although
overall I have found it to be a rewarding and interesting experience. After being out of education for 16
years it was a challenge to return to academic study. Although there have been times when | was
stretched to the limits, completing the project really has consolidated my learning from the whole year and |
feel that | am better placed for the new challenges to come.
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Appendix B: Interim Report
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Appendix B: Interim Report (continued)

Assessor’'s comments on Lhe Interim Report
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Appendix C: A Map of Countries where Verbal Autopsies are used

World map of countries (grey shading) where verbal autopsy methods are applied.
Source: Fottrell/Byass.2010. Methods in Transition
http://epirev.oxfordjournals.org/cgi/reprint/mxq003v1
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Appendix D: Sample Ghana Verbal Autopsy

The verbal autopsy for the Ghana Neonates death is over 18 pages long. The screen shot below shows 4 of

these pages. And clearly shows that the document contains but structured and non structured aspects.
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Appendix E: ICD-10 Chapters

Chapter Blocks Title
1 A00-B99 Certain infectious and parasitic diseases
1 C00-D48 Neoplasm's
11 D50-D89 Diseases of the blood and blood-forming organs and certain disorders
involving the immune mechanism
[\Y E00-E90 Endocrine, nutritional and metabolic diseases
\Y4 F00-F99 Mental and Behavioural disorders
Wil G00-G99 Diseases of the nervous system
Vil H00-H59 Diseases of the eye and addenda
Vil H60-H95 Diseases of the ear and mastoid process
IX 100-199 Diseases of the circulatory system
X J00-J99 Diseases of the respiratory system
X1 K00-K93 Diseases of the digestive system
Xl L00-L99 Diseases of the skin and subcutaneous tissue
X MO00-M99 Diseases of the musculoskeletal system and connective tissue
XV N00-N99 Diseases of the genitourinary system
XV 000-099 Pregnancy, childbirth and the puerperium
XVI P00-P96 Certain conditions originating in the perinatal period
XV Q00-Q99 Congenital malformations, deformations and chromosomal
abnormalities
XV RO0-R99 Symptoms, signs and abnormal clinical and laboratory findings, not
elsewhere classified
XIX S00-T98 Injury, poisoning and certain other consequences of external causes
XX V01-Y98 External causes of morbidity and mortality
XXI Z00-299 Factors influencing health status and contact with health services
XX U00-U99 Codes for special purposes

Source: WHO website: ICD-10 Coding Chapters
http://apps.who.int/classifications/apps/icd/icd10online/
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Appendix F: Example of the Structure of a SNOMED-CT Concept

An example of the structure of a SNOMED CT concept

Concept: l

* ConceptlD: 22298006

* Fully specified name: myocardial infarction (disorder)

Descriptions:

Preferred term: myocardial infarction
Synonym: cardiac infarction
Synonym: heart attack

Synonym: infarction of heart

Relationships: ]

* Defining relationships (is a)
s Concept: structural disorder of heart

- Associated morpholoagy: Infarct

- Finding site: myocardium structure

Concept: injury of anatomical site

- Associated morphology: infarct

- Finding site: myocardium structure

Concept: myocardial disease

- Assodated morphology: infarct

- Finding site: myocardium structure
= Allowable qualifiers

Qualifier: onset

Qualifier: severity

Qualifier: episodicity

Qualifier: course

Example of the structure of a SNOMED-CT concept
Source: Connecting for Health Website

http://www.connectingforhealth.nhs.uk/systemsandservices/data/snomed/snomed-ct.pdf
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Appendix G. NLP Medical Text Analysis and Extraction Resources List

1. BANNER. Leaman, R., & Gonzalez, G. (2008). BANNER: an executable survey of advances in biomedical named
entity recognition. In Pac Symp Biocomput (Vol. 652, p. 63).http://banner.sourceforge.net/

2. Berkley Parser. Petrov S, Barrett L, Thibaux R, and Klein D. 2006 Learning Accurate, Compact, and
Interpretable Tree Annotation. In: COLING-ACL, 2006.Petrov S, and Klein D. Improved Inference for Unlexicalized
Parsing. In: HLT-NAACL, 2007http://code.google.com/p/berkeleyparser/

3. Bioscope Corpus. Vincze V, Szarvas G, Farkas R, Méra G, and Csirik J. The BioScope corpus: annotation for
negation, uncertainty and their scope in biomedical texts. In: BMC Bioinformatics 2008, 9(11) http://Aww.inf.u-
szeged.hu/rgai/bioscope

4. BIOSimplify. Jonnalagadda, S., & Gonzalez, G. (2009). Sentence Simplification Aids Protein-Protein Interaction
Extraction. In Languages in Biology and Medicine http://sourceforge.net/projects/biosimplify

5. CCG Parser Laura Rimell and Stephen Clark: Porting a Lexicalized-Grammar Parserto the Biomedical Domain.
Journal of Biomedical Informatics, 2009.http://svn.ask.it.usyd.edu.au/trac/candc/

6. ClearTK Philip V. Ogren and Philipp G. Wetzler and Steven Bethard A UIMA toolkit for statistical natural
language processing, UIMA for NLP workshop at Language Resources and Evaluation Conference (LREC)
http://code.google.com/p/cleartk/

7. cTakes. https://cabigkc.nci.nih.gov/VVocab/KC/index.php/OHNLP_Documentation_and_Downloads

8. DrugBank. A knowledgebase for drugs, drug actions and drug targets. Wishart DS, Knox C, Guo AC, Cheng D,
Shrivastava S, Tzur D, Gautam B, Hassanali M.Nucleic Acids Res. 2008 Jan;36(Database issue):D901-6. Epub 2007
Nov 29. http://drugbank.ca/

9. dTagger Divita G, Browne AC, Loane R. dTagger 2006. A POS Tagger. Proceedings of > AMIA Symposium.
pp200-203. http://lexsrv3.nim.nih.gov/LexSysGroup/Projects/d Tagger/dtagger/doc/d...

10. ENJU. Yusuke Miyao and Jun‘ichi Tsujii. 2008. Feature Forest Models for Probabilistic HPSG Parsing.
Computational Linguistics. 34(1). pp. 35--80, MIT Press. http://www-tsujii.is.s.u-tokyo.ac.jp/enju/

11. GATE. http://gate.ac.uk/

12. Genia Tagger. Yoshimasa Tsuruoka, Yuka Tateishi, Jin-Dong Kim, Tomoko Ohta, John McNaught, Sophia
Ananiadou, and Jun'ichi Tsujii, Developing a RobustPart-of-Speech Tagger for Biomedical Text, Advances in
Informatics -10th Panhellenic Conference on Informatics, LNCS 3746, pp. 382-392,2005. http://www-tsujii.is.s.u-
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Appendix I:

Presentation Delivered at Progress Meeting, July 2010.
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Appendix J: National Institute of Health (NIH) Certificate “Protecting Human Research

Participants

Certificate of Completion

4 The National Institutes of Health (NIH) Office of Extramural Research
certifies that rebecca west successfully completed the NIH Web-based
4 training course “Protecting Human Research Participants”.

Date of completion: 05/08/2010

Certification Number. 444708
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Appendix K: Sample Discharge Summary

Discharged :0%%DATE|Sep 29 2007]0D7ct (0%¥MNAME X< , WwwwlDAttend :0%%NAME|ZZZ , v¥¥]OPRINCIPAL DIAGMNOSES :01. Exacerbation of
congestive heart failure .02. Exacerbation of chronic ohstructive pulmonary disease . DSECONDARY DIAGMOSES :0L1. Hypertension
.02, status post myocardial infarction .03. Status post transient ischemic attack .04. sStatus post deep wenous thrombosis .0
5. History of peripheral wascular disease .06. arthritis .07. History of renal cell carcinoma status post left nephrectomy
with chronic renal insufficiency .08. Cholecystitis .09. Status post carotid endarterectomy .010. Status post fem-pop bypass
bilaterally x 3 .011. Status post abdominal aortic aneurysm repair . OLIST OF DISCHARGE MEDICATIONS :0l. Prednisone 10 mg 1
tahlet p.o. b.i.d. x 3 days 1 tablet p.o. dajly 3 days .02. Coumadin 2 mg 1 tablet p.o. daily at night .03. spiriva 1 puff
daily .04. Labetalol 300 mg 1 tablet p.o. b.i.d.05. Isosorbide mononitrate TR 30 mg 1 tablet p.o. daily .06. Lasix 40 mg 1
tahlet p.o. daily .07. advair Diskus 25050 1 puff b.i.d.08. Doxyc¥c1ine 100 mg 1 tablet p.oo. b.i.d. % 7 days .09, Enteric
coated aspirin 81 mg 1 tablet p.o. daily .010. wWorvasc 10 mg 1 tablet daily .0ll. IR S PT / BMP weekly wia home care

oxygen at home care . OPRIMCIPAL TESTS AMD PROCEDURES :0Lower extremity Dopplers negative for deep wenous thrombosis in either
leg bilaterally .OLIST OF CONSULTANTS :01. Cardio]D?y .02, Home Care . OHOSPITAL COURSE ANMD TREATMENT :0Briefly , this is a
wHAGE[in 70s]- wear - old female with a past medical history significant for congestive heart failure , Copn , and history of
ovT , who presented with right calf swelling and increased shortness of breath x°3 days .0l. shortness of breath :owe felt
that the patient 's shortness of breath was either 1ikely due to cHF and / or CoPD exacerbation .0OHer PE was unlikely due to
the fact the patient was on Coumadin as an outpatient , and had been anticoagulated for some amount of time .0This was
reviewed with the attending physician , Dr. *“Name[vyy ZzZ] , who agreed that a spiral T should not be performed .0The
patient was admitted to the general medicine floor . OHer BNP was checked and found to be 347 .0The patient was treated with
p.o. Lasix and was diuresed .0she was continued on her outpatient medications spiriwva and advair as well as giwven Cuoneb as
needed for any shortness of breath .0The qatient was also treated for presumptively for her CoPD exacerbation , was started
on a 10 - day course of dDXﬁCyC1iﬂe as well as started on oral prednisone .0A Card101ug¥ consult was also obtained to rule
out any cardiac causes of the patient 's shortness of breath .o0Per Cardiology , it was Felt that the patient had no <linical
evidence of amy CHF by physical examination or x-ray ; however , the patient did improve subjectively on Lasix , prednisone
as well as doxycycline . 0It was recommend to continue current treatment .0It was feqt that the patient 's mildly elevated BMF
was secondary to pulmonary hyﬁertension seen on the patient 's Tast echocardiogram at Tlast admission .0after treatment for
CHF and COPD exacerbation , the patient 's shortness of breath improved .0she was at her baseline shortness of breath at home
.02. Cardiology .0The patient was continued on_ her outpatient antihypertensive medications throughout her hospital course .0
The patient 's blood pressure was within normal Timits , and she was hemodynamically stable .03, Renal .0The patient does
have a history of renal dnsufficiency status post left nephrectomy due to renal <ell carcinoma .0It was felt that she could
be followed_up on an outpatient basis for her renal insufficiency , and her creatinine was at her baseline in 2006 , at 1.5
.04, Prophylaxis .0The patient was treated with pepcid and heparin for GIT and DvT prophylaxis .o0pburing the course of the
hospital stay , the patient was afebrile .0Her wital signs were stable .0she had no significant complaints .pat the time of
discharge , the patient did not complain of any significantly new shortness of breath .0she stated that she was feeling
better .ODISPOSITICN :0The patient is to be discharged to home on the medications as listed above .0she is instructed to
resume activity as tolerated and also to resume a cardiac healthy diet .0Home Care consults were obtained for the patient to
have PT / IMR / BMP checks weekly as well as to ensure the patient had an appropriate home o2 therap¥ L0at the time of
discharge , the patient was afebrile .OHer wital signs were stable , and she had no significant complaints .0The patient
agreed that she was at her baseline .0The patient was ambulating appropriately and tolerating a p.o. diet .0The patient was
instructed to contact her primary care physician and / or contact the emergenCﬁ room if she Ead any symptoms inc€uding hut
not Timited to prolonged fever , nausea , womiting , <hills , night sweats chest pain , shortness of breath , palpitations
or any other serious Complaints .0 0¥ ¥ pAME [wtw >0<] DHS Job # 123616 / 41427 / 4021505HY #
WRID-MUMOID :O0%¥DATE[Sep 29 2007] 09:220T :0%%DATE[Sep 30 2007] 11:260%%CARBON-COPYD
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Appendix L: Gold Standards for Cause of Death Diagnoses:Ghana Verbal Autopsies

No Infanid Code Cause

1 KKL0254/22C1 22 Severe infection

2 KAJ0149/04C1 21 Prematurity

3 KIM0202/29C1 29 Unexplained

4 KD047/2/33C1 22 Severe infection

5 KA061/2/08C1 26 Congenital anomaly
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Appendix M: Extract from SNOMED Concept File

CONCEPTID CDNCEPTSTATUS FULLYSPECIFIEDMAME CTWIID SHOMEDID ISPRIMITIVE
1259754005 Entire tuberculum sellae (body structure) #5105 T-D1483 1
100419000 10 DUOWAC -M (product] ®U0FK  C-D2621 1

140087001 o Entire cliwvus oss5is sphenoidalis (body structurel HS1EZ T-11153 1
100221002 in DERMCAPS ES LIQUID (product) *U0sn C-Dz2411 1

100224008 in DERMOLAR. SHAMPOO (product) *U0osq C-Dz2417 1

100261008 in DIFIL SYRUP (product] HUDEK C-D24335 1

1002620032 in DIFIL TABS (product) HUDEL C-02E01 1

100330004 in DL-ALPHA TOCOPHEROL ACETATE INJECTION (product) xUoep C-D2EED 1
10032002 o AzlomAEismuth (substance] XUOsq C-128EB2 1

100331000 in O-LIMONEME SHAMFPOO (product) HUoer C-D2EFL 1

100420006 in DuDwAC -MaS (product) HUoFL C-D2E323 1

10042008 0 structure of intervertebral foramen of Tifth thoracic wertebra (body structure) XUoOPM  T-1175A 1
100325006 in DEXAMETHASONE 2.0 MG INJECTION (product] *UoEr C-Dz24z21 1
10032007 in DEXAMETHASONE IWJECTION (product) HUDSs c-Dz2423 1

100363008 10 DINEOTEX (product] ®UOEM  C-D2503 1

1002&4002 in DIDCTYNATE (product) HUDEN C-D2E05 1

100332007 in O-L-M TABLETS (product] xU0&s C-D2EF3 1

100393002 10 d-L-METHIONINE POWDER (product) xUdst  <-D2575 1

140895003 o Entire sphenooccipital synchondrosis (body structurej HE03L T-15261 1
100500008 in ENTERITIS FORMULA (product) Hogk c-DzEzr

1005260032 10 EQUINIME (product) ®U0SC  C-D2887 1

i00sz7o07 in EQUIFAR EQUINE WORMER PASTE (product) Huoso C-DzEss 1

100445003 in OYNATAES (product) HUorr C-Dz2F0l 1

1403230001 [u] Entire pteryvgoid process of sphenoid bone (body structure) #5015 T-1119E 1
10047&003 in EFA LIQUID (product) HU0sL C-D2FEF 1

100477007 10 EFA-Z FLUS (product) *U0EM C-0D2FED 1

10050004 Contusion of chest (disorder) SEz1. po-523210 u]

1005009 0 Ent1re diaphragmatic Tymph node (body structurel) S O, T-C4380 1
1005zs002 EQUIFAR EQUINE WORMER SUSPENSION (product) *U03E C-Dz2E31 1
100525008 10 EQUI-PHAR DL-METHIONINE POWDER (product] *U03SF C-Dz2g33 1
100450003 10 DYNATABS -T (product)  xUo7s  C-D2705 1

100451004 in O¥NE (product) xUOFE c-pzFoF 1

100475002 in ELECTROID 7 (product] *U0EN C-02FFL 1

100472005 10 ELECTROID 7 FLUS H.5. (product) xU0s0  <-D2773 1

100501007 in ENTERO-GUARD (product) xU0g1 C-Dz2Ezo 1

100502000 in ENTROLYTE (product) HUosm C-Dz2E321 1
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Appendix N: Requests and Questions on IHME Verbal Autopsy Data

mscaqirl

July 7, 2010 at 12:15 pm

Hi Abraham, | wonder if you can help me. I'm an MSc Student @ Leeds University undertaking my project in tagging medical concepts with verbal autopsies. Please see my blog
http://mscgirl.wordpress.com/. | was looking for anonymised verbal autopsy data and found some on your site, which was v.interesting. | took the data and loaded it into a machine
learning tool (WEKA) but unfortunately it didn't mean too much to me as | could not ascertain what the symptoms and cause of death were, as they were numeric. Is it possible that
you could advise me of this information? It would very much help me with my project as with your permission | would like to use your data to explain my technique of concept
extraction and classification that | have developed. Thanking you in advance, Rebecca

Abraham Flaxman

July 7, 2010 at 5:18 pm

Hi Rebecca,

I'm working on getting the full data released publicly for people like you to use. But it might take a while...I'll move this conversation to the verbal autopsy challenge page, but |
wanted to reply here to make sure you got it.

Rebecca

July 7, 2010 at 6:46 pm

Thanks Abraham for your quick response. My project needs to conclude by end of August of this year. So | guess it will not be fully available by then for me to use. Although you
never know. In the meantime | will try and pursue some other avenues. Thanks for your post and your article | found it a real interesting read

Rebecca

July 27, 2010 at 10:57 am

Hi Abraham, still working on my verbal autopsy project and I'm still looking to use the dataset that you used in your paper. | know you have explained that you cannot give out all the
details on the symptoms and | do fully understand and accept this. However, to allow me to interpret the csv file it would be very helpful for me to understand which columns are the
actual symptoms of the diseases. In my project | am trying to take the disease symptoms and then run them through various classifiers to see how accurate it predicts probable
cause of death. At present when | upload the file into WEKA | am getting some very strange results. In your paper you say the file has 928 rows, 1528 attributes of which 200 actual
correspond to VA survey questions and they are 140 causes of death. So to help me please could you advise which columns are disease symptoms it would help me enormously to
make sense of the data. Finally in your paper you say that there 140 cause of death. In column “EM” annotated “cause of death” there are numbers 1-32 so | interpreted this that
there were 32 causes of death that were categorized. Please could you explain, | must be missing something? | apologise for all the questions, but this is the first sample that | have
come across that looks very promising indeed and is of a suitable size. | have been many places to get VA data and have struggled enormously. The best that | have been able to
getis 5 VA's from Ghana. So as you can see | have a real problem with sample size! Thank you for reading and hoping you can help. Rebecca

Sean

July 27, 2010 at 6:05 pm

Hi Rebecca,

| worked on the verbal autopsy paper with Abie and | think | can answer some of your questions. The symptoms are a mixture of categorical, continuous, and binary data. If it helps |
can let you know the following:

1) symptom2 is an age variable and should be treated as continuous

2) symptoms 27, 40, 45, 73, 77, 81, 83, 90, and 138 all describe the duration of symptoms listed elsewhere in the survey and should also be treated as continuous.

3) symptom 140 is a location variable and should be treated as categorical.

4) All other symptoms should be treated as categorical. If the symptom values are binary, then it is a yes/no question. If the values are integers and include several different values
then it is a symptom question with many categories.

5)For any of the symptoms there are two special values you should take note of:

a) A value of “99" indicates “did not know”

b) A value of “-1" indicates “no response”

In the paper we state that the sample Bangladesh data set at measureddhs.com has 928 rows, 1528 attributes, and 140 causes of death; however, the Bangladesh data set is not
the one we posted. The data we posted contains anonymized data from another country. It has only 142 symptom questions (if you consider age, location, and duration to be
symptoms) and has only 32 unique causes of death.

So you were correct when you determined that there are 32 causes of death.

I hope this helps!

Correspondence with Abraham Flaxman and Sean Green authors of
Machine Learning Methods for Verbal Autopsy in Developing Countries.
(2009). Association for the Advancement of Artificial Intelligence.
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Appendix O: Python Program to change case of SNOMED-CT concept file.

f=open('concept-results. k', 'r')

£2 = open{'aaaa.txt','w')

deslist = []

for line in f.readlines{):
newline = line.lower({}
deslist.append{newline)

fz.writelines({deslist)

f.cloze{)
f&.close()
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Appendix P: ARFF file Example

1. Title: WA Database
2. Sources:
fa) Creator: R.L West
(b} Donor: izbz Challenge.
[c) Date: July, 2010
2. Mumber of Instances: 16 (three classes)

4. MNumber of Attributes: z1 real, predictiwe attributes and the class

RERRRRRRRRRRRY

E. Missing Aattribute values: Hone

@RELATION wa

@ATTRIEUTE cough REAL
@ATTRIEUTE coughing REAL
@ATTRIEUTE pleural REAL
@BATTRIBUTE effusion REAL
@ATTRIEUTE Tobe REAL
@ATTRIBUTE Sputum REAL
@ATTRIEUTE fluid REAL
SATTRIEUTE WBC REAL
@ATTRIEUTE Tung REAL
@ATTRIEUTE chest REAL
@ATTRIBUTE angina REAL
@ATTRIBUTE shortnessofbreath REAL
@ATTRIEBUTE hypertensiaon REAL
@ATTRIBUTE infarction REAL
@ATTRIBUTE blood REAL
@ATTRIEUTE pressure REAL
SATTRIBUTE artery REAL
@ATTRIBUTE catheterization REAL
@ATTRIEUTE chestxray REAL
@ATTRIEUTE fewer REAL
@ATTRIEUTE chills REAL
@ATTRIEBUTE class {PReumaonia,Coronaryarterybisease,Chronicobs tructiverPulmonaryDisease}
E0ATA

0,0, Freumon a

»0,0,0,2,0,1,0, 1
,0,1,1,0,0,2,1,Fneumania

22,1,0,0,1,1,0,Fneumonia

,0,0,0,0,1,0,0,Fneumonia

,0,0,0,0,3,0,0,Pneumonia

,0,0,0,0,2,0,0,Pneumonia

,1,1,1,0,4,0,0,FPneumonia

,1,0,1,0,68,0,0,FReumonia
,0,0,0,0,0,0,0,ChronicobstructivePulmonarybisease
,1,1,1,0,0,0,0,ChronicobstructivePulmonarybisease
y0,0,1,1,0,0,0,ChronicobstructivePulmonaryDisease
,1,0,0,0,0,0,0,Co0r0naryArteryDisease
,0,0,0,1,0,0,0,Co0r0naryaArteryDisease
,1,0,1,5,0,0,0,Cor0naryArteryDisease
,1,1,1,1,0,0,0,Coronaryarterylisease
,0,0,4,0,0,0,0,C0r0naryArteryDisease
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Appendix Q: Example of an Annotated Discharge Summary in GATE

Un-annotated:

D1scharged IO%WDATE[Sep 29 2007]0DTct :O%%NAME [>0< , www]lattend :0%%MaME[ZZ=Z , ¥¥¥]OPRINCIPAL DIAGMOSES :0l. Exacerbation of
congestive fieart failure .02, Exacerbation of chronic ohstructive pulmonary disease . 1SECCONDARY DIAGMOSES :01. ﬁpertension
.02. status post myocardial infarction .03. Status post transient ischemic attack .04. sStatus post deep wvenous thrombosis .o
5. History of peripheral wvascular disease .06. Arthritis .07. History of renal cell carcinoma status post Teft nephrectomy
with chronic renal insufficiency .08. cholecystitis .09. status post carotid endarterectomy .0l0. status post fem-pop bypass
bilaterally x 3 .0l1l. sStatus post abdominal aortic aneurysm repair .0LIST OF DISCHARGE MEDICATIONS :01. Prednisone 10 mg 1
tablet p.o. b.i.d. = 3 days 1 tablet p.o. da11y 3 days .02, coumadin 2 mg 1 tablet p.o. daily at night .03. spiriva 1 puff
daily .04. Labetalol 300 mg 1 tablet p.o. b. 15. Tsosorbide mononitrate TR 30 mg 1 tahlet p.o. da11y .06, Lasix 40 mg 1
tablet p.o. daily .07. Advair Diskus 250750 l puff b.i.d.08. Doxyc¥c11ne 100 mg 1 tablet p.o. b.i.d. x° 7 days .09. Enteric
coated aspirin 81 mg 1 tablet p.o. daily .010. mMorwvasc 10 mg 1 tablet daily .0ll. INR / PT / BMP weekly wia home care
oxygen at home care . OPRINCIPAL TESTS AMD PROCEDURES DLDwer extremity Dopp1ers negative for deep wenous thrombosis in either
Teg bilaterally .OLIST OF CONSULTANTS :Ol. cardio1o?y Home Care . OHOSPITAL COURSE AND TREATMENMT :oBriefly , this is a
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that the patient 's shortness of breath was either Tlikely due to CcHF and / or CoPD exacerbation . OHer PE was un11ke1y due to
the fact the patient was on Coumadin as an outpatient , and had been anticoagulated for some amount of time .0This was
reviewed with the attending physician , Dr. ¥¥MNamE[vvyy Z=Z] , who agreed that a spiral T should not be perFDrmed o0The
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out any cardiac causes of t atient 's shortness of breath .oPer Card1D1Dgy it was ftelt that the patient had no clinical
evidence of any CHF by physical examination or x-ray ; however , the patient did improve sub%ect1ve1y on Lasix , prednisone
as well as doxycycline 0TIt was recommend to continue current treatment .0It was felt that the patient 's mildly elevated BMF
was secondary to pulmonary hyﬁertension seen on the patient 's last echocardiogram at last admission . DAfter treatment for
CHF and COPD exacerbation , The patient 's shortness of breath dmproved .0she was at her baseline shortness of breath at home
-02. cardiology .0The patient was continued on_her outpatient antihypertensive medications throughout her hospital course .o
The patient 's biood pressure was within normal Timits , and she was hemodynamically stakle .03. RrRenal .0The patient does
have a_history of renal insufficiency status post left nephrectomy due to renal cel]l carcinoma .0It was Telt that she could
be followed up on an outpatient basis for her renal insufficiency , and her creatinine was at her baseline in 2006 , at 1.5
.04. pProphylaxis .0The patient was treated with Pepcid and heparin for GIT and DvT prophylaxis .00uring the course of the
hospital stay . the patient was afebrile .0Her wital signs were stabkle .0she had no significant complaints .0at the time of
discharge , the patient did not complain of any significantly new shortness of breath_.0she stated that she was feeling
better .O0DISPOSITICM :0The patient s to be discharged to home on the medications as Tisted above .0She 9= instructed fo
resume act1v1ty as toierated and also To resume a cardiac healthy diet .0Home Care consults were obtained for the patient to
have PT / INR  BMP checks weekly as well as to_ensure the patient had an appropriate home o2 therap¥ oat the time of
discharge , the patient was afebrile .oHer wital signs were stable , and she had no significant complaints .0The patient

agreed that she was at her baseline . 0The patient was ambulating appropriately and tD1eratinH p.o. diet .0The qatient was
instructed to contact her primary care physician and / or contact the emergenCﬁ room if she had any s Toms Tncluding but
not Timited to prD1Dnged Faver , nausea , womiting , <hills , night sweats’, est pain , shortness o reath , palpitations
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Appendix R: Python Code to read and extract SNOMED-CT Concepts

Discharge Summaries:

import glob

import os

wd = oz.getcwd ()

foldername = "dischargesunmary™

path = wd + "\\" + foldername
os.chdir{path)

#print path

files = glob.glob{'*.txt')|
for fle in files:
print '‘n'n', fle

£ = open{fle, "r"}

terndict = {'cough':0, 'coughing':0, 'pulmonary hypertension':0,
teffusion':0, 'blood pressure':0, 'sputum':0, 'fluid':0, 'whc':0,
'pleural effusion':0, 'myocardinal infarction':0, 'angina':0,
'shortness of breath':0, 'white sputum':0,'cardiac catherization':0,
'blood':0, 'coronary artery':0, 'catheterization':0, 'chest xray':0,
'fewer':0, 'white sputum':0, 'renal artery stenosis':0,

'pericardial effusion':0, 'green sputum':0, 'chill':0}

termlist = [Tcough”, "coughing™, "pulwmonary hypertension”,

Teffusion”™, "blood pressure”™, "sputun”, "fluid”, "wbhec","pleural effusion”,
"myocardinal infarction”, "angina™, "shortness of breath”, "white sputum”,
"ocardiac catherization™, "blood™, "coronary artery”, "catheterization”,
"chest xray","fewver”, "white sputun”, "renal artery stenosis",
"pericardial effusion”,"green sputum”, "chill™]

lines = f.readlines{}
for line in lines:
for term in termlist:
newline = line.lower({}
occurslst = newline,split{term)
occursint = len{occurslst) - 1
termdict[tern] = termdict[term] + occursint

for key in termdict:
print key, termdict[ke¥y].,

print '‘n'

for key in termdict:
print {key,),

print '‘n'
for key in termdict:

print str{termdict[ke¥]) + ",",

f.close()
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Appendix R Continued ... Verbal Autopsies:

import glob

import os

wd = os.getcwd ()
foldername = "kintampo®

path = wd + "4\ + foldername
og.chdir{path)

#print path
files = glob.glob{'*.txt'})
for fle in files:

print '‘min', fle

£ = open{fle, "r"})

termdict = {'malaria':0, 'sewere headache':0, 'paracetamol':0,
'chlorocquine':0, 'lower abdomen':0, 'fluid':0,'convalsion':0,

'herbal medicine':0,'weak':0, 'antenatal':0, 'water':0, 'bleeding':0,
'medical assistant':0, 'traditional':0,'started crying':0, 'crying':0,

"Jaw':0, 'suck':0, 'blood test':0, 'hospital':0, 'child':d,

'bottom in two':0, 'health centee':0, 'dead':0, 'sewere headache':0,

'hospical':0, 'dizziness':0, 'illness':0, ‘'blood':0, 'birth':0,
'water':0, 'started breastfeeding':0, 'injection':0, 'fewer':0,

'antenatal':0, 'pain':0, 'hospital illness':0, 'able to suck':0,
'accident':0, 'bleeding':0, 'clinic':0, 'medical assistant':0,

'traditional':0, 'pregnancy':0, 'normal delivery':0, ‘condition':0,
'sickness':0, 'death':0, 'bulging':0, 'fontanel':0, ‘sucking':0,}

termlist = [Mwalaria™, "sewere headache™, "paracetamcl™, "chlorogquine™,

"lower abdomen™, "fluid”, "convulsion'™, "herbal wmedicine™, "weak™,

Tantenatal™, "water™, "bleeding”, "medical assistant”, "traditional®™,
Tatarted crying”, "crying”, "jaw”, "suck", "blood test”™, "hospital™,
Tchild™, "bottom in two", "health centre”, "dead”, "sewvere headache"

"hospital™, "dizzinesz", "illnes==2", "hlood”, "hirth", "water",

"ztarted breastfeeding” "injection”, "fewer”, "Tantenatal”, "pain”,

"hospital illness™, "able to suck”, Taccident”, "bleeding”, "clinic”,

"medical assistant”, "traditional”, "pregnancy’”, "normal deliwvery”,
"condition”,"sickne=zz2", "death”, "bulging”, "fontanesl”, "sucking”]

lines = f.readlines({)
for line in lines:
for term in termlist:
newline = line.lowesr{)
gccurslst = newline.split{term)
gccursint = lenf{occurslsty - 1

newline = line.lowesr{)

goourslst = newline.split{term)

oocoursint = lenf{ocourslst) - 1
termdict[tern] = termdict[term] + occursint

for key in termdict:
print key, termdicrt[key],

print ''n’'

for key in termdict:
print (key,),

print ''n'

for key in termdict:
print str{termdict[key]) +

E)

f.clazel)
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APPENDIX S: WEKA Results for US Discharge Summaries

Measurement - OneR Cross Validation

Prototype 1

Prototype 2

Prototype 3

Number of Attributes 21 24 146

Total Number of Instances 16 16 16

No: Correctly Classified Instances 10 12 12

No: Incorrectly Classified Instances 6 4 4

% Correctly Classified Instances 62.5% 75% 75%

% Incorrectly Classified Instances 37.5% 25% 25%

TP Rate Pneumonia 0.75 1 1

TP Rate Coronary Artery Disease 0.8 0.2 0.2

TP Rate Chronic Obstruction Pulmonary Disease 0 1 1

FP Rate Pneumonia 0.375 0.5 0.5

FP Rate Coronary Artery Disease 0.273 0 0

FP Rate Chronic Obstruction Pulmonary Disease 0 0 0
Precision Pneumonia 0.667 0.667 0.667
Precision Coronary Artery Disease 0.571 1 1
Precision Chronic Obstruction Pulmonary Disease 0 1 1

Recall Pneumonia 0.75 1 1

Recall Coronary Artery Disease 0.8 0.2 0.2

Recall Chronic Obstruction Pulmonary Disease 0 1 1
Confusion Matrix

Classified As a b C a b a b c
Chronic Obstructive Pulmonary Disease = a 3 0 0 3 0 3 0 0
Coronary Artery Disease = b 0 1 4 0 1 0 1 4
Pneumonia = ¢ 0 0 8 0 0 0 0 8
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Measurement - ZeroR Cross Validation

Prototype 1

Prototype 2

Prototype 3

Number of Attributes 21 24 146
Total Number of Instances 16 16 16
No: Correctly Classified Instances 8 8 8
No: Incorrectly Classified Instances 8 8 8
% Correctly Classified Instances 50% 50% 50%
% Incorrectly Classified Instances 50% 50% 50%
TP Rate Pneumonia 1 1 1
TP Rate Coronary Artery Disease 0

TP Rate Chronic Obstruction Pulmonary Disease 0 0 0
FP Rate Pneumonia 1 1 1
FP Rate Coronary Artery Disease 0 0 0
FP Rate Chronic Obstruction Pulmonary Disease 0 0 0
Precision Pneumonia 0.5 0.5 0.5
Precision Coronary Artery Disease 0 0 0
Precision Chronic Obstruction Pulmonary Disease 0 0 0
Recall Pneumonia 1 1 1
Recall Coronary Artery Disease 0 0 0
Recall Chronic Obstruction Pulmonary Disease 0 0 0

Confusion Matrix Prototype 3
Classified As a b c a b C a b
Chronic Obstructive Pulmonary Disease = a 0 0 3 0 0 3 0 0
Coronary Artery Disease = b 0 0 5 0 0 5 0 0
Pneumonia = ¢ 0 0 8 0 0 8 0 0
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Measurement - J-Rip Cross Validation

Prototype 1

Prototype 2

Prototype 3

Number of Attributes 21 24 146
Total Number of Instances 16 16 16
No: Correctly Classified Instances 7 10 11
No: Incorrectly Classified Instances 9 6 5

% Correctly Classified Instances 43.75% 62.5% 68.75%
% Incorrectly Classified Instances 56.25% 37.5% 31.25%
TP Rate Pneumonia 0.75 0.75 1
TP Rate Coronary Artery Disease 0.2 0.8 0.6
TP Rate Chronic Obstruction Pulmonary Disease 0 0 0
FP Rate Pneumonia 0.5 0.125 0.375
FP Rate Coronary Artery Disease 04 0.455 0.091
FP Rate Chronic Obstruction Pulmonary Disease 0 0 0.077
Precision Pneumonia 0.6 0.857 0.727
Precision Coronary Artery Disease 0.167 0.444 0.75
Precision Chronic Obstruction Pulmonary Disease 0 0 0
Recall Pneumonia 0.75 0.5 1
Recall Coronary Artery Disease 0.2 0.8 0.6
Recall Chronic Obstruction Pulmonary Disease 0 0 0

Confusion Matrix

Classified As a b C a b C a b
Chronic Obstructive Pulmonary Disease = a 0 3 0 0 3 0 0 1
Coronary Artery Disease = b 1 4 0 4 1 1 3
Pneumonia = ¢ 0 2 6 0 2 6 0 0
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Measurement - J48 Cross Validation Prototype 1 Prototype 2 Prototype 3

Number of Attributes 21 24 146

Total Number of Instances 16 16 16

No: Correctly Classified Instances 12 12 5

No: Incorrectly Classified Instances 4 4 5

% Correctly Classified Instances 75% 75% 68.75%

% Incorrectly Classified Instances 25% 25% 31.25%

TP Rate Pneumonia 1 1 1

TP Rate Coronary Artery Disease 0.8 0.8 0.6

TP Rate Chronic Obstructive Pulmonary Disease 0 0 0

FP Rate Pneumonia 0 0 0

FP Rate Coronary Artery Disease 0.273 0.273 0.273

FP Rate Chronic Obstructive Pulmonary Disease 0.077 0.077 0.154
Precision Pneumonia 1 1 1
Precision Coronary Artery Disease 0.571 0.571 0.5
Precision Chronic Obstructive Pulmonary Disease 0 0 0

Recall Pneumonia 1 1 1

Recall Coronary Artery Disease 0.667 0.667 0.6

Recall Chronic Obstructive Pulmonary Disease 0 0 0
Confusion Matrix

Classified As a b c a b C a b c
Chronic Obstructive Pulmonary Disease = a 0 3 0 0 3 0 0 3 0
Coronary Artery Disease = b 1 4 0 1 4 0 2 3 0
Pneumonia = ¢ 0 0 8 0 0 8 0 0 8
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Measurement- Naive Bayes (Cross-Validation)

Prototype 1

Prototype 2

Prototype 3

Number of Attributes 21 24 146
Total Number of Instances 16 16 16
No: Correctly Classified Instances 10 11 7
No: Incorrectly Classified Instances 6 5 9

% Correctly Classified Instances 62.5% 68.75% 43.75%
% Incorrectly Classified Instances 37.5% 31.25% 56.25%
TP Rate Pneumonia 0.875 1 0.875
TP Rate Coronary Artery Disease 0.6 0.6 0
TP Rate Chronic Obstructive Pulmonary Disease 0 0 0
FP Rate Pneumonia 0.375 0.125 0.875
FP Rate Coronary Artery Disease 0.182 0.182 0.182
FP Rate Chronic Obstructive Pulmonary Disease 0.077 0.154 0
Precision Pneumonia 0.7 0.889 0.5
Precision Coronary Artery Disease 0.6 0.6 0
Precision Chronic Obstructive Pulmonary Disease 0 0 0
Recall Pneumonia 0.875 1 0.875
Recall Coronary Artery Disease 0.6 0.6 0
Recall Chronic Obstructive Pulmonary Disease 0 0 0

Confusion Matrix

Classified As a b a b a b c

Chronic Obstructive Pulmonary Disease = a 0 0 2 0 1 2
Coronary Artery Disease = b 1 3 2 3 0 0 5
Pneumonia = ¢ 0 1 0 0 0 1 7
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Measurement - MultiLayerPerceptron (Cross-

Val) Prototype 1 Prototype 2 Prototype 3
Number of Attributes 21 24 146

Total Number of Instances 16 16 16

No: Correctly Classified Instances 8 8 8

No: Incorrectly Classified Instances 8 8 8

% Correctly Classified Instances 50% 50% 50%

% Incorrectly Classified Instances 50% 50% 50%

TP Rate Pneumonia 0.625 0.875 0.875

TP Rate Coronary Artery Disease 0.6 0.2 0.2

TP Rate Chronic Obstructive Pulmonary Disease 0 0 0

FP Rate Pneumonia 0.25 0.5 0.875

FP Rate Coronary Artery Disease 0.273 0.273 0.091

FP Rate Chronic Obstructive Pulmonary Disease 0.231 0.077 0
Precision Pneumonia 0.714 0.636 0.5
Precision Coronary Artery Disease 0.5 0.25 0.5
Precision Chronic Obstructive Pulmonary Disease 0 0 0

Recall Pneumonia 0.625 0.875 0.875
Recall Coronary Artery Disease 0.6 0.2 0.2

Recall Chronic Obstructive Pulmonary Disease 0 0 0
Confusion Matrix

Classified As a b a b a b c
Chronic Obstructive Pulmonary Disease = a 0 1 0 0 0 3
Coronary Artery Disease = b 2 3 1 1 0 1 4
Pneumonia = ¢ 1 2 0 1 0 1 7
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Measurement -AdaboostM1 (Cross-Val)

Prototype 1

Prototype 2

Prototype 3

Number of Attributes 21 24 146
Total Number of Instances 16 16 16
No: Correctly Classified Instances 12 16 16
No: Incorrectly Classified Instances 4 0 0
% Correctly Classified Instances 75.0% 100% 100%
% Incorrectly Classified Instances 25.0% 0% 0%
TP Rate Pneumonia 1 1 1
TP Rate Coronary Artery Disease 0.8 1 1
TP Rate Chronic Obstructive Pulmonary Disease 0 1 1
FP Rate Pneumonia 0 0 0
FP Rate Coronary Artery Disease 0.273 0 0
FP Rate Chronic Obstructive Pulmonary Disease 0.077 0 0
Precision Pneumonia 1 1 1
Precision Coronary Artery Disease 0.571 1 1
Precision Chronic Obstructive Pulmonary Disease 0 1 1
Recall Pneumonia 1 1 1
Recall Coronary Artery Disease 0.8 1 1
Recall Chronic Obstructive Pulmonary Disease 0 1 1

Confusion Matrix

Prototype 2

Prototype 3

Classified As a b a b c a b
Chronic Obstructive Pulmonary Disease = a 0 3 3 0 0 3 0
Coronary Artery Disease = b 1 4 0 5 0 0 5
Pneumonia = ¢ 0 0 0 0 8 0 0
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Measurement - Logistic R (Cross-Val)

Prototype 1

Prototype 2

Prototype 3

Number of Attributes 21 24 146

Total Number of Instances 16 16 16

No: Correctly Classified Instances 7 8 8

No: Incorrectly Classified Instances 9 8 8

% Correctly Classified Instances 43.75% 50% 50%

% Incorrectly Classified Instances 56.25% 50% 50%

TP Rate Pneumonia 0.625 0.625 0.75

TP Rate Coronary Artery Disease 04 0.4 04

TP Rate Chronic Obstructive Pulmonary Disease 0 0.333 0

FP Rate Pneumonia 0.125 0.5 0.625

FP Rate Coronary Artery Disease 0.364 0.182 0.273

FP Rate Chronic Obstructive Pulmonary Disease 0.308 0.154 0
Precision Pneumonia 0.833 0.556 0.545
Precision Coronary Artery Disease 0.333 0.5 0.4
Precision Chronic Obstructive Pulmonary Disease 0 0.333 0

Recall Pneumonia 0.625 0.625 0.75
Recall Coronary Artery Disease 0.4 0.4 0.4

Recall Chronic Obstructive Pulmonary Disease 0 0.333 0
Confusion Matrix Prototype 2

Classified As a b a b a b c
Chronic Obstructive Pulmonary Disease = a 0 2 1 0 1 2
Coronary Artery Disease = b 3 2 0 2 0 2 3
Pneumonia = ¢ 1 2 2 1 0 2 6
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Appendix T: Ghana Verbal Autopsy Sample results from WEKA

Story of llIness:

Ghana Verbal Autopsy (soi) training

Number of Attributes

ZeroR

J-Rip

Total Number of Instances

No: Correctly Classified Instances

No: Incorrectly Classified Instances

% Correctly Classified Instances

40%

40%

40%

% Incorrectly Classified Instances

60%

60%

60%

TP Rate Unexplained

TP Rate Severe Infection

TP Rate Congenital Abnormality

TP Rate Premature

FP Rate Unexplained

FP Rate Severe Infection

FP Rate Congenital Abnormality

FP Rate Premature

Precision Unexplained

o|lo|lo|r,r|O]|]OC]|]O|PF

o|lo|lo|r,r|O]|]OC]|]O|F

o|lo|lo|r,r|O]|]OC]|]O|F

Precision Severe Infection

o
~

o
~

o
~

Precision Congenital Abnormality

Precision Premature

Recall Unexplained

Recall Severe Infection

Recall Congenital Abnormality

Recall Premature

o|Jlo|l—r]|]O|O|O

o|Jlo|l—r|]O|O|O

o|Jlo|l—r|]O|O|O

Confusion Matrix

Classified As abcd abcd abcd
Unexplained = a 0100 0100 0100
Severe Infection = b 0200|0200 0200
Congenital Abnormality = ¢ 0100 0100 0100
Premature = d 0100 0100 0100
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Story of lliness continued.

Ghana Verbal Autopsy (soi) training

Adaboost

Log R

Number of Attributes 51 51 51 51 51
Total Number of Instances 5 5 5 5 5
No: Correctly Classified Instances 3 5 5 3 5
No: Incorrectly Classified Instances 2 0 0 2 0
% Correctly Classified Instances 60% 100% 100% 60% 100%
% Incorrectly Classified Instances 40% 0% 0% 40% 0%
TP Rate Unexplained 1 1 1 1 1
TP Rate Severe Infection 1 1 1 1 1
TP Rate Congenital Abnormality 0 1 1 0 1
TP Rate Premature 0 1 1 0 1
FP Rate Unexplained 0.25 0 0 0.25 0
FP Rate Severe Infection 0.333 0 0 0.333 0
FP Rate Congenital Abnormality 0 0 0 0 0
FP Rate Premature 0 0 0 0 0
Precision Unexplained 05 1 1 0.5 1
Precision Severe Infection 0.667 1 1 0.667 1
Precision Congenital Abnormality 0 1 1 0 1
Precision Premature 0 1 1 0 1
Recall Unexplained 1 1 1 1 1
Recall Severe Infection 1 1 1 1 1
Recall Congenital Abnormality 0 1 1 0 1
Recall Premature 0 1 1 0 1

Confusion Matrix

Classified As abocd abocd abocd abocd abcd
Unexplained = a 1000 1000 1000 0100 1000
Severe Infection =b 0200 0200 0200 0200 0200
Congenital Abnormality = ¢ 0100 0010 0010 0100 0010
Premature = d 1000 0001 0001 0100 0001
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Csv File

Ghana Verbal Autopsy (csv) training

Number of Attributes 234 234 234
Total Number of Instances 2 5 5
No: Correctly Classified Instances 3 2 2
No: Incorrectly Classified Instances 2 3 3
% Correctly Classified Instances 40% 40% 40%
% Incorrectly Classified Instances 60% 60% 60%
TP Rate Unexplained 0 0 0
TP Rate Severe Infection 1 1 1
TP Rate Congenital Abnomality 0 0 0
TP Rate Premature 0 0 0
FP Rate Unexplained 0 0 0
FP Rate Severe Infection 1 1 1
FP Rate Congenital Abnomality 0 0 0
FP Rate Premature 0 0 0
Precision Unexplained 0 0 0
Precision Severe Infection 0.4 0.4 0.4
Precision Congenital Abnomality 0 0 0
Precision Premature 0 0 0
Recall Unexplained 0 0 0
Recall Severe Infection 1 1 1
Recall Congenital Abnomality 0 0 0
Recall Premature 0 0 0

Confusion Matrix

Classified As abecd abecd abcd
Unexplained = a 0100|0100 0100
Severe Infection = b 0200] 0200|0200
Congenital Abnomality = ¢ 0100|0100 0100
Premature = d 010010100 0100
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Ghana Csv continued.

Ghana Verbal Autopsy (csv) training

Number of Attributes 234 234 234
Total Number of Instances 2 5 5
No: Correctly Classified Instances 3 2 2
No: Incorrectly Classified Instances 2 3 3
% Correctly Classified Instances 40% 40% 40%
% Incorrectly Classified Instances 60% 60% 60%
TP Rate Unexplained 0 0 0
TP Rate Severe Infection 1 1 1
TP Rate Congenital Abnomality 0 0 0
TP Rate Premature 0 0 0
FP Rate Unexplained 0 0 0
FP Rate Severe Infection 1 1 1
FP Rate Congenital Abnomality 0 0 0
FP Rate Premature 0 0 0
Precision Unexplained 0 0 0
Precision Severe Infection 0.4 0.4 0.4
Precision Congenital Abnomality 0 0 0
Precision Premature 0 0 0
Recall Unexplained 0 0 0
Recall Severe Infection 1 1 1
Recall Congenital Abnomality 0 0 0
Recall Premature 0 0 0

Confusion Matrix

Classified As abecd abecd abcd
Unexplained = a 0100|0100 0100
Severe Infection = b 0200] 0200|0200
Congenital Abnomality = ¢ 0100|0100 0100
Premature = d 010010100 0100
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Measurement - Cross

Appendix U: IHME Verbal Autopsy Sample results from WEKA

Validation
Number of Attributes 132 132 132
Total Number of
Instances 1592 1592 1592
No: Correctly Classified
Instances 186 303 440
No: Incorrectly
Classified Instances 1406 1289 1152
% Correctly Classified
Instances 11.6834% 19.0327% 27.6382%
% Incorrectly Classified
Instances 88.3166% 80.9673% 72.3618%
TP Rate Weighted 0.117 0.19 0.276
FP Rate Weighted 0.117 0.103 0.085
Precision Weighted 0.014 0.08 0.293
Recall Weighted 0.117 0.19 0.276

Measurement - Cross IHME
Validation IHME J48 Adaboost
Number of Attributes 132 132 132 132
Total Number of Instances 1592 1592 1592 1592
No: Correctly Classified Instances 428 88 209 287
No: Incorrectly Classified

Instances 1164 1504 1383 1305

% Correctly Classified Instances 26.8844% 5.5276% 13.1281% 18.0276%
% Incorrectly Classified Instances 73.1156% 94.4724% 86.8719% 81.9724%
TP Rate Weighted 0.269 0.055 0.31 0.18
FP Rate Weighted 0.05 0.021 0.49 0.106
Precision Weighted 0.244 0.132 0.127 0.057
Recall Weighted 0.269 0.06 0.131 0.18
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Appendix V continued: IHME Verbal Autopsy Sample results from WEKA “x6” and “x16”

MultiLayer
Measurement Cause of Death X6/X16 J48 Naive Bayes Perceptron AdaboostM1 LogisticR
Number of Attributes 305 305 305 305 305
Total Number of Instances 143 143 143 143 143
No: Correctly Classified Instances 98.0328% 85.9016% 99.0164% 98.6885% 100%
No: Incorrectly Classified Instances 196.7200% 1409.8400% 98.3600% 1.3115% 0%
% Correctly Classified Instances 299 262 302 301 305
% Incorrectly Classified Instances 6 43 3 4 0
TP Rate x6 0.992 0.966 1 1 1
TP Rate x16 0.973 0.79 0.984 0.978 1
FP Rate x6 0.027 0.21 0.016 0.022 0
FP Rate x16 0.008 0.034 0 0 0
Precision x6 0.959 0.747 0.975 0.967 1
Precision x16 0.995 0.974 1 1 1
Recall x6 0.992 0.966 1 1 1
Recall x16 0.973 0.79 0.984 0.978 1
MultiLayer
Confusion Matrix Naive Bayes Perceptron LogisticR
Classified As a b a b a b a b a b
x16 = a 181 5 147 39 183 3 182 4 186 0
X6 =b 1 118 4 115 0 119 0 119 0 119
MultiLayer
Measurement Cause of Death X6/X16 J48 Naive Bayes Perceptron AdaboostM1 LogisticR
Number of Attributes 305 305 305 305 305
Total Number of Instances 143 143 143 143 143
No: Correctly Classified Instances 281 250 282 294 248
No: Incorrectly Classified Instances 24 55 23 11 57
% Correctly Classified Instances 92.7311% 81.9672% 92.459% 96.3934% 91.3115%
% Incorrectly Classified Instances 7.8689% 18.0328% 7.541% 3.6066% 18.6885%
TP Rate x6 0.899 0.916 0.916 1 0.832
TP Rate x16 0.935 0.758 0.93 0.941 0.801
FP Rate x6 0.65 0.242 0.07 0.059 0.199
FP Rate x16 0.101 0.146 0.084 0 0.168
Precision x6 0.899 0.708 0.893 0.915 0.728
Precision x16 0.935 0.934 0.945 1 0.882
Recall x6 0.899 0.916 0.916 1 0.832
Recall x16 0.935 0.758 0.93 0.941 0.801
MultiLayer
Confusion Matrix Naive Bayes Perceptron LogisticR
Classified As a b a b a b a b a b
x16 = a 181 5 141 45 173 13 175 11 149 37
X6 =b 1 118 10 109 10 109 0 119 20 99
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