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Summary

Producing suitable routes for pedestrians in an urban @mvient poses many challenges, es-
pecially if the individuals concerned have cognitive impaénts. This project offers a solution to
some of these problems by constructing a system which empiggciples taken from environmen-
tal psychology and spatial analysis, to produce a cogna@mgroach to the task. Initially, previous
research is examined to determine the most relevant canaapttechniques in this area. From this,
a number of system elements are developed, designed toxaippte the main processes in human
wayfinding. Simple models of artificial environments arestancted, and heuristics based on known
route selection criteria are applied to these, produciegnehtary solutions. The results from this
exercise show that the shortest path approach is outpextbhy more cognitive alternatives, and that
extending the psychological components of the system nmegteibetter solutions. A virtual user is
then implemented, combining functionality to replicaterusiemory, the inclusion of landmarks, and
the simulation of human wayfinding errors to both create armduate routes. These algorithms are
used to investigate the effects of familiarity on otherilatties of the solutions, and how a cognitive
approach to evaluation can combine many of the problemsuateeed by wayfinders to assess the
quality of the routes produced. Finally, the artificial enviments are replaced by a model of a real
site, and the behaviour of the system when applied to thisriginised. Despite the many complica-
tions which can be introduced by this type of representatiensoftware functioned well, producing
some high quality results.
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Chapter 1

Introduction

With the increasing use of technology to provide navigati@ids, and a rising percentage of the pop-
ulation with some form of cognitive impairment, the pregsto create suitable wayfinding tools for
many different groups in society is growing. This projecl facus on the requirements of pedestrian
travellers, concentrating on the task involved in this tgp@ath-finding and the techniques used to
solve them. Unlike those using vehicular transport, whgstesns such as satellite navigation have
traditionally been utilised, individuals travelling bydbhave a far wider range of movement and very
different wayfinding needs. Simply computing the shortestte to a destination may not produce
the best solution, with factors such as complexity and wtdedability affecting speed and even the
likelihood of successfully reaching the goal. These anéigsues mean that alternative approaches
must be considered.

The aim of this work is to produce a piece of software whichsus&ognitive approach to find
the most appropriate pedestrian route between two poipggicable to both individuals with loss of
wayfinding skills, and those in new surroundings. As with lnnmavigation, it will focus on the
familiarity of an area, known or memorable landmarks, afetoaspects that are considered during
the formation of cognitive maps, rather than just adoptiregShortest Path approach. To achieve this,
five main objectives were identified which correspond to ttggget's minimum requirements:

1. Determination of the cognitive principles to be appliedhe problem.

2. Construction of a suitable model of the navigational eminent.

w

. Implementation of an appropriate route production diyor.

N

. Creation of suitable evaluation tools.



5. Establishment of an appropriate technique for datactidie, and employment of this to gather
relevant information.

This report will show that by examining previous researchymber of spatial analysis and envi-
ronmental psychology principles relevant to the task offimajng can be chosen as the most influ-
ential on the resulting route. In addition, the cognitiveuiss surrounding how information is stored
and deteriorates during navigation will be explored, ard¢hconcepts will be combined to form the
basis of route construction and evaluation functionalidyice determined, the appropriate principles
will be used to form basic heuristics, designed to createriasef routes, with each obeying one
or more known human selection criteria. This method withalldifferent solutions with contrasting
characteristics can be passed to an evaluation algorithdrg &irtual walkthrough technigue will then
used to determine the most appropriate.

The system itself was designed to be completed in multipised, and the report will indicate
that by adopting this approach, the complexity of the rasgilalgorithms can be built up one element
at a time. Beginning with several artificially generatediemvments, it will illustrate that the selected
techniques and criteria are robust over a number of differeaels and with routes of varying lengths.
With sufficient testing and evaluation at each stage, tHereifit route attributes will emerge and be
compared against appropriate baselines to show the pexfimenof the application, and quality of
the results. Lastly, the behaviour of the application wheis presented with a real environment
will be examined. For the purposes of this project, the emvitent to be studied will be restricted
to the University of Leeds campus, and a model which can septethese navigational conditions
will be constructed such that it contains sufficient infotima about the domain without unnecessary
complexity.

1.1 Project Methodology

ITERATICN

IDEMNTIFY
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Figure 1.1: Project Flow

This project employed an iterative ‘design-implement:texethodology as shown in Figure 1.1
where, after the required principles had been identifiedh egcle represents one system element
corresponding to its associated phase of development. iAgilaow the time spent on the project
was divided between these iterations is given in append2x Dillustrates that the work was broken
down into three main tasks, with a long period of evaluatmmards the end. Where multiple phases
have been merged into a single time period, this indicatasabpects of one were required by the
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other, or that work was carried over with no significant bredkis schedule varies in some parts
compared to that proposed at the beginning of the projedtttaa will be discussed in section 6.3.

1.2 Report Layout

The remainder of this report will be divided into chaptersha following way:

Chapter 2 examines some of the many areas of previous rasgssociated with wayfinding. It
will explain how a suitable representation of the urban mmment can be formed, determine the
principles to be used for route creation and user simulaton identify the appropriate techniques
and metrics for evaluating the results.

In chapter 3 the system and its elements will be introduceth a@etails on how the complexity
of the algorithms involved was increased as each phase afebelopment was implemented. The
second section of this chapter explains how the basic anwviemtal model was built, and how the
initial heuristics were applied to this to create elemegntautes.

The fourth chapter discusses the implementation of thaealidser, adding more cognitive princi-
ples and components to the system. It shows how user knowkatgbe stored with suitable memory
functionality, and examines the effect of extending theiremment to include significant landmarks.
Using these additions, it will indicate that more complexitigtics can be used to form adaptive
routes through the domain. The remaining section in thetehapvestigates how wayfinding errors
and information loss can be combined with other psycholigioncepts to approximate certain as-
pects of the behaviour of a human navigating the suggestageoUsing the results of this simulated
walkthrough, a cognitive evaluation approach will be dibsat.

Chapter 5 looks at the techniques employed to collect data frequent users of the university
campus, and the information resulting from this proceswillindicate that by scrutinising this data,
the most commonly travelled areas of the campus can be figehfor these individuals, and that
this can be used to assist when converting the campus map Budable model of the site. Lastly,
the performance of the system on this new representatidrb&#xamined, with the resulting routes
being compared to those proposed by human wayfinders.

The final chapter discusses work attempted during the grajeich has not been reported else-
where, draws conclusions about the performance of themyat®l quality of the results, and offers
some guidance on the directions that future work could takeaddition, it indicates how the final
project plan deviated from the original schedule, and wieg¢hchanges were required.



Chapter 2

Background Research

2.1 The Problem

Unlike the approach taken by satellite navigation systesnyéhicle route-finding, the intention of
this project is to create a program which produces solutibaswill assist individuals in the learn-
ing of routes, not just indicate the shortest path betweenp@ints. This requires combining basic
wayfinding procedures with more cognitive techniques talpoe the ‘best’ route for the user. In a
society with an ageing population and a higher brain injurgviwal rate, the needs of people with
cognitive impairments is becoming an increasingly imparéea of research. This project aims to
produce an algorithm for providing assistance in the pe@@shavigation of both familiar and unfa-
miliar environments, which may form the basis of a solutiondne of these needs.

Studies on both Alzheimer’s and traumatic brain injury @at$ have shown that, despite signifi-
cant cognitive deterioration in some cases, they can stitbtsmany wayfinding problems. In Passini's
work with Alzheimer’s patients [30], the subjects’ abiltty navigate both familiar and semi-familiar
environments was investigated. It was found that, with gor@miate number of well defined ref-
erence points, the majority of individuals could succdsfiocate destinations. Livingstone and
Skelton [25] investigated a small group of high functiontrmumatic brain injury survivors, and their
performance when presented with a set of navigational td3kese participants had difficulties in the
absence of relevant landmarks, but their results improigrafieantly when these were introduced.
Although two very different groups of test subjects, the firading issues in both were found to be
associated with the creation and use of cognitive maps.tiSofuto overcome these obstacles have
been proposed, but in most cases they require the installafi specialised equipment which may
not be suitable for outdoor environments [5]. The methodysatgd by this project offers a far more



adaptable approach, with no reliance on expensive apgasatimitations with regard to setting.

Despite the current work being aimed at resolving the issue®unding cognitive impairment,
the resulting system will be equally useful to tourists drestvisitors to a city or area. Many of the
problems encountered in these situations are similardireg a lack of familiarity and a sense of
disorientation when in a new environment. From this it carséen that a solution for one challenge
may also offer an answer to the other.

Producing a system capable of delivering this type of cagnitesult is more complex than cre-
ating a simple route creation algorithm. It must include detg of priciples taken from spatial
analysis and environmental psychology, and combine tleepeotiuce an appropriate route between
any two points. To achieve this, construction of the apglicamust be broken down into separate
tasks representing both the implementation and the evatuat the system. Four main areas have
been identified for this project:

1. Creating a representation of the environment to be igagsd.
2. Producing an algorithm to generate suitable routes ¢firohis environment.
3. Construction of a user simulation for the selection oftibst routes generated.

4. Identification of suitable techniques for evaluatinggesjed routes, including the collection of
data about the environment which can provide a baselinerfat tiésting of solutions.

These activities can be further broken down into subtaskghases in the development which relate
directly to increasing levels of complexity, and each ofthaill be investigated in more detail in the
following sections.

2.2 Representing the Environment

Research into the way that humans view their surroundings ttzerefore construct routes, in urban
environments has its roots in the pivotal work of Lynch in Theage of the City [26]. In this he
examines the mental images formed by the inhabitants of threerican cities, and how these affect
their ability to navigate the world they live in. He ident8iéve specific elements which are contained
within all cities, and used to define and structure our irgkrepresentation of the areas around us:

1. Paths- the channels through which pedestrians move. These coyldvaenents, roads, tracks
or any other navigable feature.

2. Nodes— the decision points within our environment. A node may berdggrsection of two or
more paths, a point where there is a fork in the road or thetitotat which a user switches
between transportation types.



3. Landmarks— visual references used by an individual to locate themsehithin their sur-
roundings. Landmarks are usually physical objects suchuidditgs or signposts, but may be
local to or distant from the current position.

4. Districts— areas having a single, definable, characteristic. Thisachenistic may relate to vi-
sual, ethnic or class distinctions, or be a simple as thevaingzh constitutes the main shopping
area in a town or city.

5. Edges— barriers restricting or preventing pedestrian motion, auritaries between different
areas of the city. Unlike the first three element types, edgasot have to be physical but may
be visual or cultural also. This category includes featsiesh as walls, rivers and boundaries
between districts.

By combining instances of these elements, any urban emaeancan be described in terms familiar
to residents and visitors alike. Despite the importanceacheof these features in forming a whole
mental image of the environment, when applied to wayfindimy tan be separated into three distinct
layers of complexity.

The first of these layers can be considered the essentialviafn needed to construct the most
basic form of route. It consists of only the path and node et#s) without which no route could
be created. A path may consist of many segments or link, edomg two adjacent nodes. In a
similar way, a route may contain many links or even entirdgatlong with their connecting nodes,
indicating how to travel from a start point to a destinatiarind. Examining this layer more closely,
we can see that it is sufficient to model basic wayfinding tasich as the shortest path and travelling
salesman problems.

The second layer of complexity includes the addition of laadks, allowing the enrichment of the
information provided to denote the paths and nodes witterrdute. Landmarks provide visual cues
at navigation decisions, along paths or globally to reasthe observer of correct progress. Addition
of this information provides a representation more closeembling that produced when a person
gives verbal directions for travelling between two poiiichon [29] discusses the role of landmarks
in directions in some depth, and more details on this arelebeibiven later. For most navigational
tasks, this is the highest level of complexity that will bensilered as it contains all the information
required, and can be reduced to include few or no redunddmnetevant details.

Adding the edge and district elements to the second layetiges the complete and most com-
plex representation of the passage to be navigated. Theystyiucture and heirarchy to both the
environment and route descriptions. Districts signify racizarser level of detail, encapsulating many
examples of the four other elements. In some instances tlagyb® used as the only description
of how to travel to a destination, or even as the destinatieglfi An example of this are journeys
between towns or countries, especially where the mode n§pat is outside of the control of the
traveller. Edges may also designate large features, batlgdpelong to the finer detail associated with
paths and nodes. In the context of a University campus, aalistay correspond to a department or



even a playing field, and an edge the outside of a buildinglwratuch structure. These components
will not be implemented within this project as they add dittb the final model, but greatly increase
the complexity.

Defining the essential elements within an environment ig tme initial step in creating a repre-
sentation for it. Finding a suitable way of simplifying tikesrucial components and their relationships
is as important as identifying them in the first place. Theesnaany alternative ways to approach this
task, and only a few of them will be examined here.

2.2.1 Graphs, Grids and Deformed Grids

Graph Theory is a huge area of research centred around tiwé nedes and edgéglinks) to model
relationships between entities. These connections magerfiom the spatial relations between two
physical objects to syntax in language, the study of mosecsiructure, and beyond. For all these
relationships, a common model format can be adopted as sindwigure 2.1.
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Figure 2.1: Example of Graph Format

Conversion of the paths and nodes in a basic environmentrapd @r grid is one of the simplest
and most successfully used forms of representation whesidenng wayfinding tasks. It is easy to
see how swapping paths for edges to form graphs would beractate solution, requiring minimal
expenditure of both time and effort. There is however a deaklio this approach. True graphs form
perfect grids, with all edges having equal length and nodssgbplaced in symmetrical patterns.
Unfortunately, very few urban environments corresponchie artificial layout, leading to the loss
of all metric information relating to structure of the domain many route-finding tasks this is not
an issue as merely the number of edges required to reachiaatiest gives a sufficient measure of
success. Where this loss of data is unacceptable, graphbereynotated with their cost (or length),
but the use of a deformed grid [17] is a sensible alternative.

Deformed grids give a more realistic model of urban landssdyy employing irregular character-
istics present in the environment when forming the repriasiem, and are the first stage of conversion
to a space syntax model. They show curves, lengths and tpe shauldings, restricting line-of-sight
and pedestrian motion to the actual passages betweerustsicMetric information is retained in this

IThese edges are very different to those described by Lyr&jhd2d signify only the existance of a relationship between
the nodes.



way, whilst still producing a simple model. Deformed griésde built by overlaying links and nodes
on a map of the appropriate area, although as described byeWeo] this process may have it's own
difficulties. Figure 2.2 shows a very basic example of the typrepresentation which can be formed.

(a) Portion of Map (b) Partial Deformed Grid Overlaid on (c) Partial Deformed Grid
Map

Figure 2.2: Example of How a Deformed Grid is Created

How the information contained in this representation is/ested into a form suitable for computer
applications is dependent on the problem being addresseldwal probably vary from author to
author. In all cases a way of including the metric data degichust be found.

2.2.2 Defining and Using Landmarks

Landmarks have an important role in the wayfinding succesadiiduals both with and without
cognitive impairments. Experiments with patients witHeliént causes and levels of cognitive dete-
rioration [30, 25] have shown that they are crucial in thesgoh of navigational tasks, but tests on
healthy subjects have also indicated similar relatiorsshipnsen-Osmann [20] used a virtual environ-
ment to investigate how children and adults use landmarks¥@ate through a maze. This showed
that visual cues significantly reduced the time taken tanl@earoute, and that more objects located at
decision points are remembered than those placed elsewWerk conducted by Ruddle [32], also
in a virtual environment, indicated that participants méaeer errors on routes with landmarks than
identical examples with none. In addition, a differencensssn the success of using local or global
landmarks was also observed by this study.

Alocal landmark is considered to be one which is only visibla restricted area and may indicate
either the position or position and direction of a requiredhtin the route. They provide positional
information to the user, and are relied on heavily duringigigtion. In contrast, global landmarks
are distant from the route, but usually visible from manyakians. They allow the observer to orient
themselves in the environment, but are likely to be less mapo for wayfinding tasks. Ruddle [32]
suggests that only local landmarks are required to suadisshvigate, although it is pointed out that



this may be due to the environment and approach selected.

From Hurlebaus [18], an alternative hypothesis can be fdrrfet different individuals use dif-
ferent landmarks. Lynch [26] suggests that the selectiaelef/ant visual cues may also be affected
by a person’s familiarity with a location, with smaller objge being chosen by those with increased ex-
posure. Furthermore, according to Allen [2] and Sorrow$, [Bdferent wayfinding tasks may require
specific types of landmarks such as the use of objects withaviar cognitive rather than structural
characteristics to navigate familiar routes. These vianatillustrate the difficulties which may be
encountered when trying to determine a ‘good’ landmark ifvargsituation. The following list is a
selection of attributes, compiled from those given by a neina different authors [34, 35, 12], which
should be considered when identifying suitable objectsc@ybining as many of these characteristics
as possible, the effects of the problems described can Henised.

e Singularity— A visual contrast with its surroundings making it conspigsio

e Prominence- A location which is at an important junction or visible fromany locations.
e Accessibility— A location at which many paths converge.

e Content— Cultural significance or a distinguishable use or meaning.

e Prototypicality— Good representation of a category, or how different it isnfrather members
of the same class.

e Reliability / Persistence- A high likelihood that this landmark will exist at a later daind that
a user will be able to find it.

e Relevance- A high importance for navigation.

Once defined, only the task of integrating landmarks intcetingronmental model remains. There is
no standard approach to this, with methods varying from #sigthation of whole areas of influence,
to simplification to a single point. Given the types and sikéandmarks within the campus site, it
should be sufficient to use the latter more straightforwanhmique, although the point size will be
allowed to vary with the magnitude of the object or structure

2.2.3 Alternative Representations

Although one of the most obvious and simplest, using Lyn{®& elements to create a deformed
grid is not the only possible representation for an urbarrenment. An alternative is the approach
taken by space syntax [17], a relatively recent field of retealn this, axial maps are constructed
from a deformed grid by drawing the fewest, longest linesulh the grid in order to cover it, and
axial grids by representing nodes with lines and edges wi¢hhtersections. By combining these two
models, measures of the connectivity and integration afeogan be found, and used to determine



the likelihood that it will be selected by an individual. [pés the merits of this approach, it can be
complex and allows only one wayfinding heuristic to be tested

Another example of the type of representation possiblédsise of first order or predicate logic.
This method generalises the content of the environmentjextsband their relationships, along with
rules pertaining to how these can be combined or the actissgcated with them. The logical
approach has led to many ontologies such as the one sugpgdtédras [22] and even entire models
[15, 23]. It is best suited to simulating process such asagmof route information or selection of
predefined routes, but can also be applied to other decisaing systems.

These and others produce structurally very different augs but they may all be considered
extensions to the original representation or variationthersame theme. All start with some or all of
the elements described by Lynch [26], and differ only in hbese are converted into a usable form.

2.3 Routes

Once a representation of the environment has been formedask of using this map to create and
travel along a route is the next logical step. This is termagifimding, and is described by Allen as:

"Purposeful movement to a specific destination that is dliatal, thus, cannot be per-
ceived directly by the traveller[2, p.47]

The success or failure of a wayfinding solution is determimethe ability of the individual to navigate
between start and destination points, within a limited tand appropriate spatial distance. In general,
the task can be subdivided into three possible categoagsdsby Allen [1] as:

e ‘Commute’ wayfinding— the travel between two known points via a familiar route.

e ‘Quest’ wayfinding— travel from a familiar location to a previously unvisitedipo where the
information on the destination is provided by maps or vedbaictions.

¢ ‘Explore’ wayfinding— investigation of the surrounding environment by travellinto an un-
known area.

No consideration will be given here to the exploratory wagifiig task as it is beyond the scope of the
project, but the remaining categories will be present in@anmore of the elements to be produced.

2.3.1 Selecting a Route Between Two Known Locations

By its very nature, an urban environment is dynamic and faretianging habitat, with new structures
being constructed and old ones dismantled almost contstyoln addition, events may close roads
or even force whole sections of towns and cities to be comiaffe Notwithstanding these ceaseless
changes, the sheer number of possible routes through anemént may make the problem of select-
ing a single one seen almost futile. Despite this, most peapt many non-human species complete
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this task with very little conscious thought. There are salvechools of thought about how this is
achieved, but the most widely held suggests that humanshesi@aset of rules and attributes, known
as route criteria, to create a single solution, adding sd&tiurs only where absolutely necssary.

2.3.1.1 Route Criteria

There are many criteria thought to be used by humans whersitigpthe most appropriate route
between two known locations, with variety of factors whidfeeting the decision, from those of
distance and complexity to more subjective charactesiqti@]. Golledge [14] established that of
these, the ten shown in Table 2.1 can be defined as the mostadgnosed.

Rank Criteria Description
1 Shortest path Minimises the physical distance between thie
start and end points
2 Least time Minimises the time taken to travel between the
start and end points
3 Fewest turns Minimises the number of changes in directign
between start and end points
4 Most aesthetic Routes near to parks or other public spaces,
and away from waste disposal or similar sites
5 First noticed Minimises the time taken to identify
6 Longest leg first Longest segment without turns is the first
7 Many curves More curved or partially curved segments
8 Many turns Maximises the number of changes in directipn
between start and end points
9 Different from previous Not previously or recently travelled
10 Shortest leg first Shortest segment without turns is the first

Table 2.1: Route selection criteria.

Each of these criteria correspond to a single attributeefdlte, but whether through coincidence
or design, one route may fit several criteria. For examplecdn be assumed that a constant speed is
maintained throughout all journeys, it is clear that thet fin® criteria will result in identical routes.
Conversely, attributes such as aesthetics, previous| akthe time taken to identify are likely to
specific to the individual, and may produce many alternattlations for the same navigational task.
In addition, Golledge also found that different approadmey be chosen depending on the direction
of travel, with variations between inbound and outboundas|l4]. This may be due to the real
or percieved configuration of the environment, or just peasechoice. The purpose of the trip, and
whether the trip has a single or multiple destinations, dan affect the route chosen [13]. For
everyday journeys such as travelling to or from work, theufois likely to be on the time taken to
reach the goal, whereas leisure travel is more likely to laénced by the scenery surrounding the
route. Attempting to include all of these factors when diatgca suitable route would create a highly
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complex system, often producing results which may be cditi@ry or confusing. To avoid this,
only a small number of these criteria should be chosen to bd separately or combined. For this
project, shortest path, fewest turns and longest leg firsé whosen as these are some of the most
objective solutions, and through the use of a well known rétlgam, heuristics which can construct
routes conforming to these criteria were then formed.

2.3.1.2 Sticking to Familiar Areas

There is one significance absence from Golledge’s list, ath&miliarity, which is likely to be due
to the method of testirfg Allen [1] indicates that habitual locomotion is the mostduently used
navigational technique for travelling between two knowalti@ns, and that its employment can be-
come almost automatic. How experiences are used to formain@iatps will be explained in section
2.4.1, but here it will be sufficient to say that this proceas produce well remembered, if some-
what disconnected, areas in only a short space of time. Addhiiliarity is built up with repeated
exposure it begins to influence a wayfinder’'s decisions, wiétel being restricted to a small num-
ber of ‘major’ and well known routes [24]. This behaviour Haeen linked to the configuration of
features within the environment [24, 17], the use of boupdalations [24] and simply the effects of
habitual performance reinforced by memory [13], but whetdtie cause it is a frequently observed
phenomenon. When creating a cognitive solution, carefusicieration should be given to the impact
that user familiarity has on route choice, integrating someasure of this attribute into the techniques
employed.

2.3.2 Creating a Route To a Novel Destination or Through an Uknown Environment

Travel through an unknown or partially known environmensgm problems in addition to those al-
ready described. Exploration is a technique that is timesgoring and has no guarantee of success
in situations where start and goal points are different. vimdathis, a suitable source of information
about the area to be traversed must be found. With the ad¥ehé dnternet and increasing use of
visualisation software, this knowledge may come from aegrof sources and may be displayed in a
number of different forms, but they mostly fall into the twimbd categories of maps and directions.

2.3.2.1 Maps and Directions

A map is any two or three dimensional graphical represemtatif a route or environment, from a
simple line drawn on a page, to a complex road plan or atlag uBe of maps is thought to have
originated up to 8000 years ago, with evidence of the depictif settlements coming from early
cave drawings. In more recent times, these representdtiares progressed from static two dimen-

2Golledge used maps of realitively unknown areas in his éxats, but these can be considered as representing known
locations as the entire environment is depicted in the map.overall effect is to simulate how the route was first selct
but once chosen its structure is unlikely to alter signifiaover time.
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sional illustrations to three dimensional and interactivedels. Whatever the format, the purpose of
transferring environmental knowledge from one person aitesT remains.

Conversely, directions use spoken or written words to sgichow to travel from one point to
another. They are usually sequences of locations and aascribing the traversal of a route, rather
than a general depiction of the environment. Studies haw@sithat although their content may vary
from person to person, to be useful directions must encosmpasre set of essential details [9, 8].

Research by Meilinger [27], in which participants learnbtsgutes through an urban environment
from either a map or verbal directions, shows that the regulvayfinding performance is equal for
both of the approaches. Indeed, Tversky [38] not only sugdkat route depictions and directions are
interchangeable, but also proposes a that there are a setto€qls that enable automatic translation
between the two. This is surprising as the different tootdaio disparate types of information. A map
represents survey knowledge incorporating metric ancctstral relationships, whereas directions
consist route knowledge made up of the sequence of actiahfoeaations required to be performed
in order to reach the goal. Despite there appearing to lbe $iiparating the performance of both
approaches, each has its own strengths and weaknessegssadtbuld be considered when choosing
the best method for any task.

Environment maps contain a large amount of information abotionly the route, but also the
features surrounding it. They allow the user to select laaritsrwhich are already known to assist
with navigation, or impose their own personal preferenaemfmrmational needs on the solution.
Unfortunately, this abundance of data can lead to this formepresentation being complex and
difficult to read [37], with individuals being easily distted by large features. In contrast, route maps
contain only the details required to successfully navideeveen two points, or those pertaining to
the region immediately surrounding the passage to be usesi; Significantly reduce the complexity
of the representation, but also lose many of the advantagpesiated with this form of description.

Directions are similar to route maps in that they provideyanformation about the nodes and
paths to be traversed, combined with visual cues along tlye Waey contain little or no reference
to the extended environment or areas not visible from théerolhis makes them very specific to
the individual journey, but this has its own advantage. Byiting the description, only those details
essential for navigation are transferred to the wayfinaggtucing the complexity and the amount of
information to be remembered. In contrast, the lack of frtknowledge may mean that travellers
cannot correct errors or use distant landmarks to reoteth@mselves if lost.

One of the most important factors affecting the usabilityo§ route description is the reliability
of its source. Problems with externalising an internal @spntation can be encountered in either
approach, and these will be examined when methods of ddictioh are investigated later in this
report (see section 2.5.2).
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2.3.2.2 Wayfinding Strategies

With sufficient information gathered, a user is ready to peatwith the task of navigating to the
destination. In order to aid in this process, one of a numliexayfinding strategies [2] can be
selected. The following list considers only those appreactelevant to either ‘quest or ‘explore’
tasks, and indicates which strategies are appropriateafdr.e

e Oriented search- A user orients themselves in the expected direction of tred, god then
searches for the destination. This strategy is suitablbdtr types of wayfinding.

e Following a marked trail- This could be following a series of signs, colour-codedldrair
even a rope or tether. As with the previous strategy, thisldvaiso be appropriate for both
types of travel.

¢ Piloting between landmarks A user relies on a sequence of landmarks and actions which, if
followed in order, give a method for locating the destinatid@ his strategy is also suitable for
both ‘quest’ and ‘explore’ wayfinding.

e Path integration— This strategy relies on the continuous monitoring of lamatand orienta-
tion through the use of external cues such as landmarksoédth this could be used for any
wayfinding task, it is most suited to exploratory travel.

e Referring to a cognitive map Use of a pre-existing internal representation of the envirent
to find new or known locations. It can be used for both types affimding, but requires
sufficient knowledge about the setting.

Of these the latter three are most commonly employed, butdividual is far more likely to combine
aspects of each of them when navigating through an envirogrregher than rely solely on one. All
of the described strategies depend on the traveller pasgessrtain cognitive skills, and being able
to call upon them as the journey progresses. Amongst thestharability to recognise locations
through landmarks or structural features, to monitor mayenand speed, and to remember previous
locations. In addition they may each have their own compisxisuch as identifying suitable visual
cues, or be error-prone due to a lack of experience.

For this project, the most suitable strategies centre artm use of landmarks and internal rep-
resentations. These permit controlled simulation of a humayfinder, and will be discussed in more
detail in the following section.

2.4 Simulating Human Wayfinding

When simulating human wayfinding, more the just the locoamobetween two points must be con-
sidered. This section will examine how information is stboiring the navigation process, how a
simple strategy can be employed to traverse an environmaadthow distractions and momentary
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lapses of concentration can have an adverse affect on penfime. A number of different wayfinding
strategies were described in section 2.3.2.2, but one ohtw widely used, which has been selected
for implementation in this simulation, will be examined irora detail here, with its components and
concepts explained.

2.4.1 Cognitive Maps

A cognitive map is an internal representation of informatédout an external environment, formed
by gathering knowledge through either examining maps aradlgtnavigating parts of it. The process
of constructing this is gradual, with the mental model baiogtinuously updated and extended as an
individual experiences more and more of their surroundinfysis cognitive representation consists
of geometric information such as points. lines and areasylay also contain details about meaning,
use and other non-metric relationships. It is thought [Ba} there are three types of information used
to encode a cognitive map, with data passing from one to theasea person’s familiarity with an
area increases.

1. Landmark knowledgeThis is the initial type of information stored in a cognitiveap, and is
usually formed quickly through only brief exposure to theimmment. It relies on an individ-
ual simply identifying and remembering prominent and gasltognisable landmarks in the
locality, with no regard as to their actual position or coctian to other features. These land-
marks may be visual cues at the start and end of the journdyaféw of the most conspicuous
structures interpersed between the two. By comitting theseemory a traveller will have an
indication that the destination has been reached, or tegtale at least travelling in the right
direction. There is some debate over whether this is truyfifst stage in forming a mental
representation, but early tests on children [33] indicaked it may be considered separate for
this section of the population at least.

2. Route knowledge.Once a number of significant landmarks have been identifiezteased
navigational experience allows these visual cues to bedinkto sequences showing the order
in which they are encountered throughout a journey. By caimgithis with the actions to be
performed at their locations, a procedure to navigate batvwe/o points is formed. At their
bare minimum, these procedures must identify the pointsamtidns pertaining to changes
direction required to progress on the route, but may alstafmimpressions of distance, angle
and terrain. This type of knowledge provides shape to theesgmtation, and as the number of
known routes increases, the stored information progreesée final type of knowledge.

3. Survey knowledgeBy identifying points of intersection between routes, thdividual can
connect these separate pieces of knowledge into a wholeljrgp#hem to adopt a single frame
of reference. Through the addition of directional headitogthis, survey knowledge is created.
This encodes topographical properties into the representallowing objects to be positioned
with respect to a fixed coordinate sytem, establishing tlapetof features and the euclidean
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distances between them. Determining these relationshigisles information about a location
to be retrieved without first having to mentally traverse@edo reach it. Although the addition
of metric information may seem to suggest that this knowdegguld resemble a physical map,
there are some indications that this is not the case, withritaining data from a number of
senses, not only the eyes.

Experiments [36] have shown that the use of physical mapshyagss part of this process, allowing
information to be stored directly as survey knowledge. Hmvdater work [38] indicated that, when
faced with a completely unknown environment, individuaari sequences of locations and actions
even when supplied with data from this type of source.

Cognitive maps can be used either as a wayfinding tool, organise the spatial relations be-
tween objects or locations [13]. Although they can encodé bretric and non-metric information,
they are rarely accurate or complete. Lack of detail, migsireas and mental distortion can make
them error prone, but repeated exposure to the environnagniessen the effects of these problems.
Despite their shortcomings, humans tend to rely on cognitiaps far more than any other type of
wayfinding strategy, indicating their importance. For tipplecation proposed here, this concept of
internal representation will be used mainly in the storaigaformation about the environment, rather
than assisting with navigation through it. Despite this,dontent and how this information can be
used to create a cognitive route will be considered.

2.4.2 Piloting Between Landmarks

Piloting between landmarks is one of the simplest wayfindingtegies that an individual can employ
to navigate between two points. It requires no prior knogéedf the environment or complicated
monitoring of speed and orientation to be successful, aghsome information about the route to be
followed must be supplied. These attributes, combined igthpplicability to any type of wayfinding
task [1], make it a very common approach. In order to acclyratidot between landmarks, the
information gathered about the route must be convertedhismuence of location-action pairs, where
the action is the movement required to travel from the cuidation to the next in the sequence. By
completing this series of steps, a traveller should be ablatigate from the required start point to the
specified destination. In human wayfinding, the number adhaarks identified and the relationships
between them increases with familiarity, resulting in & $elquence of those required to navigate the
complete route. From this description it is clear that thfsimation is comparable with either verbal
or written directions designed to transfer the essentitdildeof a journey from person to person, or
route knowledge stored in the cognitive map (see previoasosg. This relationship indicates why
this particular wayfinding strategy is appropriate in suchi@e range of situations, and why it has
been selected for implementation in this project where Isotlrces of information are present. To
be usable, piloting requires the possession of three mainitbee abilities; object recognition, paired
associate-learning and sequential learning. These ctseep abilities will be modelled directly
through the use of a user simulator, with increased redogréind familiarity leading to fewer errors,
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conversion of directions into location-action sequenees] these sequences being used to ‘walk’ a
virtual route.

2.4.3 Navigational Errors

Even when travelling between very well known locations gdirequently traversed routes, people
regularly make minor everyday wayfinding errors due to digtons or momentary lapses in concen-
tration. These mistakes are usually easily corrected, alydadfect a traveller’'s behaviour and ability
to reach a destination in relatively insignificant ways. Hwer, if the individual concerned is easily
disoriented or confused, as is the case with many cognjtivepaired people, these deviations may
pose a very serious problem. In order to mimic the user sefidhs these lapses must be examined
in detail and the causes or effects incorporated into thegisailation algorithm.

From studying a group of 29 participants for four weeks, Mfilison [40] defined nine types of
errors which were regularly encountered by the test subject

e Wrong turning— turned one way when should have turned another.

e Missed turning- travelling past turning.

e Route selection errof inability to make a decision about the correct route.

e Misconception of location- not where expected to be.

e Travelled to incorrect location ending up somewhere other than where intended.
e Premature exit- believing further on along route than actually are.

e Return route error forgetting how to get back.

¢ Route exit failure— continuing on a journey section when it should have ended.

e Miscellaneous- any errors not covered by the previous eight categories.

Of these, making a wrong turn or failing to turn at all accaahfor 49% of the maistakes made,
indicating that these were by far the most common errorshBéthe categories were experienced
in both familiar and unfamiliar environments, and whethavelling by foot or utilising another form
of transport. This shows that all types of wayfinding taskliedy to encounter some loss of perfor-
mance due to these types of mistakes.

Many different reasons were given for the navigational égpdut they all fall into one of five
categories; environmental cause, inattention, inadegkiabwledge, habit, or inadequate cognitve
map. By further breaking down the first class into physical pgychological reasons, it was shown
that 82% of errors resulted from cognitive causes. As thigept seeks to evaluate routes from
a cognitive standpoint, the inclusion of wayfinding errosspart of this process would benefit the
outcome greatly. Return route error is beyond the scopeeaiskr simulator as it is designed to travel
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in only one direction, and there will no consideration of thiscellaneous error category as it is not
apparent how this could be replicated. With these two exaeptall other errors will be incorporated,

along with the associated frequencies, [40], into the sitimh algorithm during the early stages of
development.

2.4.3.1 The concept of ‘forgetting’

In addition to the errors that occur during navigation, peats with wayfinding can arise before a
single step has been taken. Deterioration in the data steedognitive map and loss of information
through partially forgotten directions, can have a sigaiftdmpact on a person’s ability to reach their
destination, or even know which way to go. The dictionaryrdtéin of the word forget is as follows:

"Forget: To fail to remember (someone or something once know neglect, either by
mistake or on purpose[6]

An alternative and slightly more appropriate descript®that forgetting is the deterioration of knowl-
edge, usually due to the passage of time. There have beerievestudies on the actual effects of
forgetting when applied to wayfinding, but we all know thabitsts and are likely to have experienced
it many times in our own lives. What research does existeslatostly to the acquisition and retention
of landmark information, and how this affects an individsiability to successfully navigate a route.
Janzen [21] establishes that objects occuring at decisiorigoare more likely to be remembered than
those elsewhere, and Stankiewicz [35] suggests that thésdet structural and distinctive landmarks
are acquired faster and retained for longer. A further stadgducted by Corazzini [7] investigated
the retention of route versus survey knowledge by testidgiduals’ ability to navigate a virtual
environment after different periods of time. The most intaot finding of this work is that route
knowledge is more prone to loss than survey knowledge, piglthue to its rigid structure. It also
observes that the names of streets tend to be the first infiomma be forgotten. In both papers, the
familiarity of the environments involved is given as onelod tnain factors affecting both acquisition
and retention of route features. As individuals’ exposoredth routes and environments increases,
the amount of detail remembered rises and the type of infaomaetained changes.

Using this information, a general model of forgetting carfdrened. By considering the familiar-
ity of a route component either stored in memory or given ietao$ directions, a judgement can be
made as to whether or not it should be forgotten with morelfanéxamples retained. When selected
to decay, different elements of the information will be resea at different rates, according to their
function or role in the representation. Using a simple setilafs, concepts such as the loss of specific
details before route structure is degraded can be managkedsad to partially replicate the effects
seen in humans.
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2.4.4 Previous Models

There have been a number of attempts to model the concepisisding human wayfinding, although
the majority focus on the acquisition and retention of spainowledge rather than the process as a
whole. An early example of this is the TOUR model developedKijpers [23] to simulate the
storage of information in a cognitive map. This system ugeslipate logic to define objects and
their relationships, along with a series of rules to contnolvement, detection of features and other
such objects. By replicating the motion of a user through @u"Are Here’ pointer, knowledge is
assimilated, stored and translated for use in later taskbodgh somewhat successful, this model is
complex and has many limitations such as its lack of errotess of data.

In a later model, Gopal [15] employs two separate modules itnienthe process of initially
creating, and then storing, a representation of a surbwiyaronment. The first of these modules uses
both global and environmental frames of reference to craatebjective model of the surroundings,
taking inputs such as the orientation of streets and cleistits of other objects and features. It
simulates the movement of an individual through thesestating each piece of information into a
predicate logic form. The second module then recreatesliatiegrocess of filtering this data and
storing it initially in working memory, but later transfamng it to long-term memory. For this, only
the most salient objects are selected to be ‘rememberethi,thé rest being removed by object and
scene filters. Once in the working memory, the informatioluither deteriorated by interference and
decay, having the net effect that very little is transferr@edhe long-term memory. By adjusting the
values of several external variables this model can rep®the differences in ability found between
individuals, both for creating and storing representatiorhis approach offers a more realistic model
of the cognitive process than the previous TOUR examplereadihg the main problems described.

Both of these models show that cognitive elements can bessitdly simulated through the use
of computer algorithms, but they only replicate part of thayfinding process. No model which
incorporates so many different aspects as the applicatimoged here could be found, eliminating
the possibility of direct comparison.

2.5 Evaluation Techniques

Before deciding how to gauge the outcome of an applicattds jinportant to determine what charac-
teristics of the system need to be tested. Is it sufficienkémrine the speed of computation and other
properties of the algorithms, or are the solutions prodwfegteater significance? The simplest way
to evaluate any system is to select and compare one or mdi@rpance metrics, and this section
looks at how these can be chosen, and how relevant data cafideted where appropriate.

2.5.1 Wayfinding Metrics

The purpose of any metric is to provide a single value indigasome measure of the performance
of a system, and although the time taken to produce a soligioh some relevance when judging
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the success of a route creation algorithm, the emphasidirgtdly on the quality of its output. With
this in mind, only techniques for examining the resultingtes will be investigated in this report. In
wayfinding there are several separate areas which can bd,tastd a number of different approaches
which can be taken to gather the required results. For thpogea application, the most suitable
evaluation criteria fall into two broad categories, thossogiated with the route itself and those linked
to the behaviour of a user navigating it.

When evaluating the suitability of a route, many aspectssaftructure and useability may be rel-
evant route metrics. Attributes such as length, complexdity intelligibility can all affect the success
of an individual traversing it. A good place to start wheningyto identify ways of measuring this
‘performance’, is the route criteria given in section 2.8.By basing metrics on these characteristics
it is possible to directly measure how attractive a rout® ia tvould-be user, giving an indication of
its suitability. As discussed previously, some of the hbtties involved in these criteria are subjective
making them difficult to quantify, but others such as lengttdl aumber of turns are physical, requir-
ing only simple computation to calculate them. Through telection of appropriate baselines from
either pre-computed thresholds or specifically generaiatks, these values can easily be converted
to metrics showing how good a patrticular route is.

A further measure of route quality can be found by examinivgeffects of familiarity when both
selecting a route (section 2.3.1.2) and navigating it {(se@.4.1). Increasing this characteristic may
significantly improve success, so a solution containingymweell known components would be more
advantageous than one with none. Finding a suitable wayraofigsing the resulting values for this
may be difficult, but the benefits of appraising the level a$ thitribute may outweigh the issues it
poses.

An alternative approach to evaluation for this type of noeisito compare the resulting solution
with a route which has been supplied by a human user for the stamt and end points. If this user
data is taken to be the ‘perfect’ method for navigating betwthe two required locations, then the
resulting measures will be similiar to the 'perfect searann’ described by Ruddle [31]. In addition
to scrutinising the differences between the supplied améigeéed routes, examining the degree of
correlation in the selected components may give anothesuneaf suitability.

This second category of wayfinding metric relates to theguerénce of a user navigating a route
rather than the route itself. According to Ruddle [31], ihdze subdivided further giving three sub-
categories covering task performance, physical behaodrcognitive rationale. The latter two of
these involve monitoring body movement, classifying esrar investigating cognitive reasoning and
will not be detailed here, but the third, that of task perfanoe, is applicable to the success of either
a human or virtual user, warranting its inclusion. Time takegistance travelled and number of er-
rors made whilst completing a navigational task all falbithis subclass of metric along with other
measures concerning distance to the first error and siroitiservations. Comparison of these values
between test subjects can illustrate individual diffeecand between routes highlight difficulties
traversing them. Careful consideration must be given teeffexts of external factors when employ-
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ing this type of metric however, ensuring that issues sudmnasdividual’s normal travelling speed
do not distort the results. A major drawback to this type @leation is the need to find a sufficient
number of test subjects, although if suitable simulationcfipnality is available, it may be possible
to use emulated behaviour rather than actual humans.

2.5.2 Collecting User Data

Whether gathering suggested routes or attempting to edbak performance results, retrieving suit-
able information from users poses a significant challengga Dollection in this field may encounter
several problems, the most serious being related to theftiamation of an internal representation
into an external recordable form. Although a person may keractly how they travel between two
points, or the difficulties they experienced, in order tosptgs information on to another person
they must elucidate it first. This section will examine sorfi¢he techniques available, in each case
explaining their strengths and weaknesses.

One of the most obvious ways of collecting wayfinding datanisuigh the drawing of maps or
plotting of routes, whereby an individual produces a greghindication of the environment and
required movement. Of the two approaches, sketch maps abalgy the most useful, normally
showing the most prominent features and those elementstesde navigation [26]. By drawing the
paths, landmarks and other components of a journey, thebpaations governing them can be iden-
tified. This provides a representation of not only the fesguequired to reach the destination, but also
an impression of the distance between them. Unfortunatés/method is very prone to error, arising
from distortion and fragmentation within a person’s coigeitepiction [26] in addition to their ability
to adequately sketch this knowledge. In a similar way, ttesrsegly easier approach of marking a
route on an existing map requires that the user can fully nstaled the graphical representation and
locate themselves within it [37].

An alternative method for communicating environmentabiniation is through verbal or written
descriptions or directions. Route descriptions are ugualite maps in verbalised forms (see section
2.3.2.1), and are regularly presented alongside this ti/poesentation. They frequently give details
of the environment surrounding the course of travel, andamyrcases assume knowledge of the use
or significance of certain smaller features. On the othedhdimections normally involve providing
information for people who have little or no familiarity dfé environment in question. For this, much
larger and more distinctive landmarks are likely to be chageng with main thoroughfares rather
than complicated shortcuts. A drawback to this approachasin order to give a set of directions
or description of a route, it requires that the individuad\pding them have experience of journeying
between the start and destination points. According to ], a useful set of directions must
contain a number of core elements identifying locations a&etbns crucial to successful navigation.
It is possible that the person describing the route has aselied it in some time, meaning that
they must call on their mental map and perform the correspgndalculations. This process can
produce errors, resulting in missing or inaccurate insioans [8, 9]. In addition, many individuals
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elaborate on irrelevant details, increasing the compiexithe depiction unneccessarily and creating
sources of confusion. Despite this, using a verbal or writtertrayal reduces the distortions found in
sketch maps by removing the need to give distance and arigkeniation, and eliminates the need for
graphical abilities (a typing error is far easier to corrdetn a misplaced path on a map).

Having established the type of depiction to be collectedly tre question of how to gather this
information remains. Employing an external observer, gigierviews or questionnaires, and collat-
ing the data in user diaries are the three main options. Ttedfithese requires that a tester ‘stalk’
the individual, and although providing very accurate dhis has been shown to affect the behaviour
it is supposed to observe (see Zimmerman [42] and Hill [16]discussions on this). Both of the
two remaining methods are known to approach the accuradyedfirst, and have been successfully
employed in several studies where they were selected fiarelift reasons depending on the aims of
the authors. Two examples of differing techniques are ®Wilkon [40] where diaries in which sub-
jects record navigational errors are used, and Denis [9Mintion [29] where sets of directions are
collected through interviews to examine their usefulnessvayfinding. Although the approaches are
very similar, they provide slightly varying details suchths type and size of landmarks.

In wayfinding, producing a diary is a simple technique whegrieldlividuals are asked to record
their movements for a short period of time, giving detailshofv they navigate everyday routes.
They result in descriptions of areas both familiar and uiifamto the subject, frequently using less
obvious landmarks and background knowledge of the areag Itigiversed. In contrast, interviews
may produce more generalised descriptions or just basco$elirections, depending on the type of
question asked. Most interview and questionnaire appesagguire that the subject has knowledge
of the area being discussed, although they may be carriedftmutan experiment designed to form
this. In general, which collection technique is selectell lilkely depend on the resources available,
the specific task being investigated, and the required tEatcuracy.
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Chapter 3

Introducing the System and the
Environment

3.1 Overview

As the aim of this project is the production of a cognitiveusiain to the wayfinding problem, it was
clear that this application would consist of more than a &nmpute creation routine. With this in
mind, the system in Figure 3.1 was designed and constructed.

ENVIRGNMENT ROUTE e .
REPRESENTATION CREATION » BEST" ROUTE >

|

i : |
USER

DIRECTIONS SIMULATOR | |

|

|

|

[ I

_— e — — — — — — — — — — — — — ]

Figure 3.1: Elements of the system

This algorithm combines data input and storage facilitigh voute creation and evaluation func-
tionality, incorporating cognitive principles throughmot only the construction process, but also that
of selection. By breaking the system down into separateesnit could be built and tested in multi-
ple phases, with additions and modifications made at eagb.stable 3.1 shows how the complexity
of the application is increased with each step, incorpegatiore elements or changing existing ones.
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Using this approach allowed each component to go througly samphases of development, and the
values for the variables investigated where possible. diymmming has been completed in C++ as
it is the most familiar language to the author, and allowsHeralgorithm to be constructed in separate
stages corresponding to the phases of development. Inagdinly the most basic standard libraries
were used in order to allow simple transition between ptatfo(the initial stages were created on
a machine with a Windows operating system, but the final prbdwst be run on a Linux based
system).

Phase Envﬁca:llnc'lem User Memory Landmarks User Simulation Real World
(Phase 1) (Phase 2) (Phase 3) (Phase 4) (Phase 3)
Environment Basic Grid Sufficient Grid Real
Environment Representation
Route Creation
System Elements | User Memory
User Simulation
Shortest Path Shortest Path
Minimum Turns Minimum Turns
Route Creation |Longest Leg First Longest Leg First
Heuristics Shortest Path + Familiarity
Minimum Turns + Familiarity
Longest Leg First + Familiarity
Route Length
Number of Turns
Familiarity | Errors
Evaluation Metrics User Route Length
User Route
MNumber of Turns

User Route
Similarity

Table 3.1: Phase Additions and Modifications.

To provide continuity, only a small number of metrics areraieed at each stage but these are
carried through multiple phases. Combining these with ¢use of environments and test conditions
wherever possible, gives credible comparisons througti@uproject. The metrics used are defined
in some detail below:

e Route Length— Length of route given as a percentage of the length of theerpraduced by
the Shortest Path heuristic for the same start and end points

e Number of Turns— Number of turns in route given as a percentage of the numbemos in
the route produced by the Minimum Turns heuristic for thesatart and end points.

e Familiarity — A measure of the combined familiarity of all components imoate. This is
shown for all routes produced by the appropriate heuristics

e Errors— Number of errors occurring along each route, given as a ptage of the maximum
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possible errors (assuming one error per component witldrrahte). The box plots for this
metric show the 5th, 25th, 50th, 75th and 95th percentiles.

e User Route Length- Length of all routes selected by the system, given as a pegernf the
length of the route supplied by the user for the same stareadgoints.

e User Route Number of Turns Number of turns in all routes selected by the system, given as
a percentage of the number of turns in the route supplieddoygber for the same start and end
points.

e User Route Similarity— For all routes selected by the system, the percentage of aoents
within a route which correspond to components within thee@upplied by the user for the
same start and end points.

The following sections and chapters show how the phasescoaigructed and evaluated in order to
create the final application. From the environment reptasen to the user simulation, they detail
all of the processes involved and how each system elementuwilas

3.2 Phase 1- Building the Grid and Creating Simple Routes

One of the most important steps in constructing a route ioreal/stem is also the first. Before any
route heuristics or wayfinding techniques can be considexegpresentation for the environment
must be defined. This section will describe the how initiabss of implementation were conducted,
and how simple representations of artificial surroundingsevbuilt. It will then go on to explain that
by applying basic route selection heuristics to this, eletany routes were formed.

3.2.1 The Grid
Complexity Level
Route Components Initial | Sufficient | Complete
Path X X X
Node X X X
Landmark X X
Edge X
District X

Table 3.2: Enviroment components by complexity level.
The approach to be used to form the representation is takectlglifrom Lynch [26] and can be

divided by complexity as shown in Table 3.2. Phase 1 of dgwetmt corresponds to the initial level
of complexity and all of the components within it. In ordesimplify the representation, each path is
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broken down into links (sections of path occurring betwega nodes) creating unique components
to be traversed.

The system map is designed to be input to all areas of the endeysed for both route creation
by the main algorithm, and route walking by the user simuldta@ontains only two lists:

e Route components instances of all the nodes and links within the environment.

e Routes— a pointer to each node and path within a pre-loaded routedthmutes are intended
to represent information known to the user prior to the ahisiystem use).

The data contained within these components and routesvuasinolable 3.3.

Component| Link Node Route

Data Link ID Node ID Route ID
Link Name Node Name Route Length
Connected Nodes Connected Link| Route Components
(Pointers) Details

Container | Link Details

Data Link (Pointer)
Angle

Table 3.3: Phase 1 component data structures.

By constructing the components in this way, much flexibilgtyachieved within a relatively sim-
plistic structure. As links contain no information aboutwsd locations, they may be straight or
contain many curves without modifications being requiredaning that the environment can range
from a straightforward grid to a realistic map and anythinbeitween. This also applies to nodes,
with the end result being a map that can contain any numbeoraponents corresponding to either
real or stylistic environments. To avoid issues with grapland user interfaces, the grid was input to
the system through a text file, using a suitable format foheamponent.

Although a grid is a very artificial environment, it has se&leadvantages for both creation and
testing. Grids are very easy to build automatically, maktrgpssible to construct and test several
different maps quickly without encountering the issue®eisted with converting real environments
into a suitable form. Also, as each link can be defined as awnit length, suitable cost variables
and values can be found with only minimal experimentation.

3.2.2 Route Creation

As the aim of this project is to produce a cognitive routes thigorithm must create more than a
shortest path solution and this is achieved in two ways:

1. The use of known human route heuristics when in an unknawinament or familiarity data
is unavailable.
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Begin with the start node and repeat until the end node isdoun
e Travel to each neighbouring node and calculate the cosijdtirney.
e Mark the current node as fully explored.
e Find the minimum cost node which is not fully explored to @es next.

Find the minimum cost to travel from the start node to the evdkn

e Continue the process until all routes are at least this long.

Table 3.4: Dijkstra’s algorithm

2. Extending these heuristics and adding to them with restinvolving user knowledge as it is
gathered and becomes available.

By using these techniques, multiple routes can be formedsagdested by the algorithm, and then
passed to an evaluation stage which decides on the mostpajapeo

Despite their differences, most of the heuristics to be idemed are implemented using variations
of Dijkstra’s algorithm [10], with modifications to the rautcost in each case. This approach is
straightforward and simple to implement, and has been prtwvée the most appropriate method for
this type of wayfinding by Zhan [41].

As the whole grid is input and therefore available, the apghaised was one of travelling through
a familiar environment from and to at least partially knowedtions. To achieve this, three of the
most commonly used basic heuristics [13] were chosen ferthase:

1. Shortest Path- Minimises route cost with respect to its total length.
2. Minimum Turns— Minimises route cost with respect to the number of turns iwith
3. Longest Leg First- Forms the longest chain of links before the first turn as isifde.

The first two employ only Dijkstra’s algorithm as given by TaB.4 to find the minimum cost route,
with variations to how the cost is calculated. For the StepvfBath heuristic, path length alone is used
as the cost, whereas for the Minimum Turns approach an addltcost for each turn is applied.

The Longest Leg First heuristic is somewhat more compléatequiring further processing of
the components. In this context it uses the same proceduihe &4inimum Turns, recording not only
the least cost path, but also a slightly higher cost altemathich has a longer distance to its first turn
wherever possible. Given both a best move and a slightlyevong, it compares the distance to the
first turn in each instance. If the alternative step has adpuistance, and hasn't been encountered
before, this is selected over the least cost move. By peifgyrihis comparison, the route with the
longest distance before the first turn can be found, and omewlete, any points at which the path
doubles back on itself are removed.
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3.2.3 Evaluation
3.2.3.1 Method

For this initial phase of development, a simple grid coritgjronly nodes and links was constructed
and from the 100 nodes included, 20 pairs were selected teseqt the route start and destination
points required for the route creation task. By randomlyaeimg a number of paths (between 15 and
40 in this case), but being careful to avoid disconnectingdadrihe selected node pairs, a further ten
deformed grids were created. Figure 3.2 shows one of thdtirgstepresentations, and the marked
nodes indicate the pairs selected for testing.

o 1 2
19 ) 14 318 L4 |
10,11
7 ® ®

Figure 3.2: Basic Environment: Deformed grid environmeqresentation

The heuristics all followed the same basic procedure tateraaoute, with variations to cost or
node processing as described previously. In addition, eoeuwf supplimentary rules were followed:

1. As each node is discovered, record the node immediatily forit and the cost of the partial
route to this point.

2. If a node is rediscovered by an alternative partial rooidy replace the recorded route details
if the current route has lower cost than the original.

3. Once all partial or complete routes of a suitable size l@en generated, begin with the end
node and work backwards chaining through the connectedded@revious nodes, noting each
one, until the start point is reached.

To evaluate these heuristics, they were used to createbpmssutes between each selected pair
of nodes on each map. By taking this approach, 600 compasahlgons (10 grids * 20 node pairs *
3 heuristics) were produced which enabled several routbutts to be examined.
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3.2.3.2 Results

One of the simplest tests which can be used to evaluate Bitytédto compare the length of each of
the routes produced. Obviously the Shortest Path heuwidtialways give the shortest route between
two points, but the performance of the other approaches asityée judged against this. Figure
3.3(a) illustrates the relationship between the resultsagh heuristic when used to create the routes.
It indicates that in all but a few routes, the lengths of thieitsans produced by all of the heuristics
are equal. The routes which do display some variation a¢douri8%, but they do show that the
performance of the Minimum Turns approach is worse than therawo in a small number of cases.

100% 60%

90% 00 Minimum Turns
80% @ Longest Leg First 50%

50% [
4.5% £40%
o

B Shortest Path
H Longest Leg First

L40% i
25% 530%
B0% )
25% £20%
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& 5% 210%

'..-L_-

o 0 0 [ [ 0%

0.0% 100%- 150%- 200%- 250%- 300%- 350%- 400%- 450%- >500%
100%- 110%- 120%- 130%- 140%- 150%- 160%- 170%- 180%- =190% 150% 200% 250% 300% 350% 400% 450% 500%

110% 120% 130% 140% 150% 160% 170% 180% 190%

Route Length as a Percentage of the Shortest Path Length

Number of Tums as a Percentage of the Minimum Tums

(a) Route Length as a Percentage of Shortest Route LetgttNumber of Turns as a Percentage of Minimum Turns

Figure 3.3: Basic Environment: Route Metrics

A second evaluation technigue is that of comparing routeptexity, creating a more cognitive
metric. This complexity can come from a variety of routeibtttes including its structure and the
prominence of its components [3]. One of the most commongdieements with respect to route
choice is the number of turns required to travel between atal destination points. Using this metric,
a higher number of turns corresponds to a greater complandytherefore less desirable route. Figure
3.3 compares this measure of complexity in the routes atdateeach heuristic. Unlike the previous
metric, it indicates a significant difference in the perfame of the individual approaches, with the
Shortest Path heuristic creating the most complex, anéfibrer worst, routes. This variation occurs
in 60% of the Shortest Path solutions, but also in approxéimat3% of the Longest Leg First routes.

3.2.3.3 Discussion

Despite producing the longest routes, the second metricdtes that the Minimum Turns heuristic
gives the best overall results for this phase. The probleittsraute length created by this approach
could be resolved simply, by applying a threshold to thisgkatte when calculating cost during the
route creation process. Using this heuristic constitutesoee cognitive approach than that of the
Shortest Path, but considers only one aspect of human waitechniques. A better solution may
be found by combining this with other appropriate principland this will be investigated in the
following sections.
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Chapter 4

The Virtual User

This chapter introduces the concept of a virtual user to ystem, allowing more human wayfinding
principles to be integrated into the process. It coversghads3 and 4 of the development, concerning
the user memory, landmarks and user simulation, and repgsstbe psychological side of wayfinding.
From Figure 3.1 it can be seen that these additions will cetephe system, and the following sections
will show how the complexity of the functionality is gradlyaincreased to reach this point.

The first section in this chapter will discuss how a user mgmas implemented, allowing famil-
iarity to play part in route creation and increasing theilaites available to the heuristics. Following
this, the environment model will be extended to encompasdnterks, bringing this up to the suf-
ficient level (see Table 3.2). Finally, section 4.3 will ex@ the process employed to build a user
simulator, created to automatically evaluate the routedymed and permitting the ‘best’ solution to
be found. This is the last layer of intricacy and, as shownahbld 3.1, provides additional metrics to
be examined.

4.1 Phase 2- Implementing User Memory

Familiarity is an important factor affecting both the cieatand successful navigation of routes by
most people [26, 24]. When examining a map of a partially @gpeed environment to plot a route,
most individuals will first locate known areas and use thederm relationships between known and
unknown destinations. To approximate this behaviour, #eg memory is designed to be a repository
for information on routes experienced by the individual a@mmed. Route components encountered
during traversal are stored within it, and used to creatatisols and simulate wayfinding in all areas
of the system. In reality, it models the most basic form ofrithge map, storing wayfinding data in a
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way similar to that found in human subjects.

User Memory User Component

User Map— User Components Route component pointg
User Route- component IDs | Route IDs

Loaded flag Familiarity

Just seen flag

-

Table 4.1: Phase 2 user memory structures.

4.1.1 Component Storage and Decay

The storage of component details and the decay of informatiee to forgetting form the two pro-
cesses involved in user memory. Combining these functiores ghe same effect as trail laying in
swarm intelligence [4].

During the storage element, for each component passed tes#ienemory the algorithm is first
checks to see if it is already known. If it is, then the fanmitiais simply increased; if not then more
processing is required. When an unknown component is redgeit is initially stored as a direct
copy of the incoming data, along with which route it was emterted on. Once the current run is
completed, the whole map is checked and some informationfi@@ddThis is done to retain details of
only known or important components rather than all avadlatdta, and is performed in the following
way,

e Check each attached component (links or nodes),
— if they are not also held in memory then remove this attachmen

By retaining the number of links attached to a node, but rengpunexplored details, this method
preserves the structure whilst limiting the data storeddtin the known and unknown cases the ‘just
seen’ flag is set to indicate that it has been seen during tihisand should not be affected by the
component decay stage.

At the end of each run the memory is updated and executes theorent decay functionality to
any parts of the map without the ‘just seen’ flag set. The upilatates through each component and
checks its familiarity value. If this is above zero, it is riplied by the decay value and converted
back to an integer (to prevent leveling off below one). Hoereif the value of familiarity is already
zero, data within the component begins to be forgotten inegifip order according to how many
updates have occurred since it was last seen:

1. If the connected component pointers exist, replace tivébkenull values.
2. If associated landmark pointers exist, replace thedenuili values.

3. Remove the component from memory.
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4.1.2 Using Memory for Routes

Integration of memory within route creation could be impénted in several different ways, from
considering just whether or not a component is known, to haeguently and recently it has been
visited. In this case, a cost associated with the actuallifaity stored within the component is added
to each of the basic heuristics from phase 1 using the fatigweiguation:

Cost= (FamiliarityConstant« familiarity) + OriginalCost

The most suitable level for the familiarity constant wasrnfiduo be 0.1 through a large amount of
testing during this phase, although the results are nondgiage. Too large a value will cause the
route to use the most familiar components, but lose any aimmeto the basic heuristic. If the value
is too small, any effects associated with the familiarityl we overwhelmed. These modifications
increase the number of approaches available for routei@nett six, with the new ones being as
follows:

1. Shortest Path + Familiarity Minimises route cost with respect to its total length, butxma
imises it with respect to familiarity.

2. Minimum Turns— Minimises route cost with respect to the number of turns wiihy but
maximises it with respect to familiarity.

3. Longest Leg First- Forms the longest chain of links before the first turn as isifda, whilst
incorporating as many known components as possible

4.1.3 Evaluation
4.1.3.1 Method

The experimentation in this phase uses the grids producadopisly, but to keep the number of
results manageable, only the first five were selected fanteduring this phase. For consistency, the
original 20 node pairs were again utilised as the start astirddion points, but this time applied to
the task in sequences rather than singularly. This was dgrieriming a list of the point pairs, and
then producing a route for each pair in turn. The solutiorggesated are stored in memory as they
are created, providing increasing knowledge which wilhtbe available for future use. To give a fair
comparison, the process was then repeated with the stattipdghe list incremented, and continued
until all points have begun the operation. This approaawalleach pair to occur at all positions in
the cycle, and they are therefore tested with a variety ditiexj familiarity levels. A single heuristic
was used for the route creation process, with the procedking ltompleted in its entirety for each of
those available, resulting in the individual criteria liptested independently.

Initially, the system was tested with perfect memory witheaaly multiplier set to one allowing
the full effects of familliarity to be examined. Further éxjments were performed with the decay rate
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raised to two, meaning that each component held in memorgdiutisited by the most recent route
has its familiarity value halved. In all tests the familigrconstant was set to 0.1, the value found to
give the best balance between costs earlier.

4.1.3.2 Results

The results discussed here apply to only routes where thianesmory has some content, enabling a
true comparison of both basic and memory heuristics acibsse#rics. This indicates that at least
one route must have been successfully generated and stfiae the new heuristics were tested.
When integrating a factor such as familiarity, the immealiqiestion is how will this affect the
length of the routes produced? Figure 4.1 illustrate theaithpf this modification for both perfect
and decaying memory. From Figure 4.1(a) it is clear that aregse in familiarity will produce
a corresponding increase in length for a small number ofemoufThis trend would be expected to
continue over larger number of traversals, and the numbsolafions with increased length growing
significantly. By allowing the memory to decay, and therefeacrifice some familiarity, this trend
can be halted. Figure 4.1(b) shows that with a decay of Org flseno increase in the length of routes
produced, even with component knowledge still playing apdrtant part in the creation process.
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(a) Perfect Memory (b) Decay of 0.5

Figure 4.1: User Memory: Route Length as a Percentage oft&tdRoute Length as Familiarity
Increases

The actual levels of familiarity within the routes are shawifrigure 4.2. Despite having no direct
influence on the cost related to construction, known commpisnare likely to exist within routes
created by the basic (phase 1) heuristics. The familiasgoeaiated with these for both perfect and
decaying memory are given in Figure 4.2(a) and Figure 4r2gpectively, and may be considered to
be the baselines. By examining these, it is obvious thatvallp the memory to deteriorate over time
has a serious effect on the familiarity of routes. Althougime reduction was expected, it is much
larger than anticipated. Figure 4.2(b) and Figure 4.2(aydwer, show that in both cases the phase 2
memory heuristics increase these levels, indicating tiet are working correctly.

Figure 4.3(a) shows how the increase in route length breaks dcross the heuristics, mostly
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Figure 4.2: User Memory: Route Familiarity

due to the Minimum Turns + Familiarity approach. From Figdt8(b) it can be seen that these
increases are removed by the decay functionality, with tiérivum Turns + Familiarity method now
performing even better than its phase 1 counterpart. Trs®neiar this becomes evident when Figure
4.4(a) and Figure 4.4(b) are compared. They indicate thiit pérfect memory, the Minimum Turns
element of the heuristic becomes overwhelmed by the farityligperforming worse than the Longest
Leg First alternative. By forcing the loss of stored data bgay, this influence is removed and the
heuristics efficiency returns to its previous levels.

One of the most suprising results in Figure 4.4 is that, in alsmumber of routes, the phase 1
Minimum Turns heuristic does not produce the solution whté kbwest number of turns (indicated
by the values of below 100%). This is due to the approach téecoreating these routes, and is an
anomaly rather than an error in the code.

4.1.3.3 Discussion

During this phase, only a relatively low number of travessade performed during each iteration, and
the increases in route length would be expected to magnifiiiasises. This effect would seem to
rule out the use of a perfect memory, but as a tradeoff beta®miliarity, length and complexity
will always be present, the optimum decay value is likely ¢owr somewhere between the two levels
tested. In addition it should be noted that the familiarinstant was set with a decay value of 0.5,
and adjusting this may help the situation. Investigatiothete hypotheses was however beyond the
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Figure 4.3: User Memory: Route Length as a Percentage ot&tdroute Length

W Shortest Path + Familiarity 85%
50% O Minimum Turns + Familiarity 75% W Shortest Path + Familiarity
E Longest Leg First + o O Minimum Turns + Familiarity
40% Familiarity 85% 5] IEOHQFSt Ir_yeg First +
55% amiliari
$30% 2 35%
Fo5% 2 309
& 2 30%

B20% © 25%
g 2 200
o £20%
o S 159
510% 5
o

55/ [L &10%’ H

" B L o

5%
0% B = LIL =0 =

0% 100%- 150%- 200%- 250%- 300%- 350%- 400%- 450%- »500% R
5% 100% 150% 200% 250% 300% 350% 400% 450% 500% 50%- 100%- 150%- 200%- 250%- 300%- 350%- 400%- 450%- >500%

% Number of Tums as a Percertage of the Minimum Tums 100% ﬁolilfnumiglrjznﬂuzrigﬂ:s aaggi/éentaasgogfgfl:gllj\fln/\nnlrﬁusrg?urnl‘sm%
(a) Perfect Memory (b) Decay of 0.5

Figure 4.4: User Memory: Number of Turns as a Percentage oivlim Turns

scope of this project.

The unexpected results pertaining to number of turns carxjplaieed by examining the imple-
mentation of the Minimum Turns heuristic. In this contekg tlgorithm employs a local optimisation
technique, meaning that for each node explored, only thegaesal route to that point is recorded.
The cost involved in calculating the preferred course ofoacts gathered from this partial route
alone, with no consideration of the remaining cost requiceceach the destination point. Although
this method does not produce perfect results every tims,féadter and requires smaller processing
and storage capabilities than global alternatives.

4.2 Phase 3- Adding Landmarks

As a successful route will need to include landmarks, it vmagdrtant to incorporate these into the
model during this phase, increasing the representatiorpkqity to the sufficient level. In addition,
landmarks should also have some impact on the routes créstéoe wayfinding heuristics, and
solutions for these two issues will both be considered im $kiction.
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4.2.1 Extending the Environment

Expanding the environment to accommodate landmarks meanhsgdfining the important attributes
needed to be held within the structure. Unlike nodes andslinkry little data about landmarks is
actually required to form routes. To reflect this, only a basimponent was created containing the
landmark’s ID and name, along with a variable signifyingsttength. This strength represents a single
value found by combining measures of the prominence, samigyl prototypicality and content, and
is an indication of how likely the landmark is to be recogdise

Component| Link Node Landmark Route
Data Link ID Node ID Landmark ID Route ID
Link Name Node Name Landmark Name | Route Length
Connected Nodes (Pointers)Connected Link | Strength Route Components
Landmark Details Details
Landmark Details
Container | Link Details Landmark Details
Data Link (Pointer) Landmark (Pointer
Angle Distance
Angle

Table 4.2: Phase 3 component data structures.

Adding landmarks to the environment involves more than jjusiuding the new components in
the system map. To make them useful, they must also be in@tgubinto the existing components in
a pertinent way. Table 4.2 shows how this was achieved bghattg the landmarks to both adjacent
links and nodes (more details of this will be given belowprg with specifying the angle at which
they can be found. For completeness, it is also importaniethe distance of the landmark from the
component to which it is connected, as this can be used tadmribte true strength of the reference

point.

Finally, consideration must be given as to how landmark®emiered by the user can be stored
in memory. To keep this process as simple as possible, gtsfi@ward approach to recording the
required information was taken. As each node or link on aerdmitraversed, it is assumed that all
landmarks connected to this component are recognised anefdhe stored. Once in memory, this
type of feature is treated in the same way as the other compmneith familiarity incrementing and

decaying as described in section 4.1.1.

4.2.2 Evaluation

4.2.2.1 Method

To allow for direct comparison with the results for phaseh2,drids used for testing in that stage were
modified to include a number of landmarks. Up to 71 of theseevpdeiced randomly around each
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grid, positioned centrally to the cells formed by the noded knks. These were then connected to
the surrounding components, forming a sufficient envirommEigure 4.5 shows the same deformed
grid as was shown in Figure 3.2, but with its automaticallpeyated landmarks marked. The node
pairs shown on the earlier grid will be reused but are nostithted here.
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Figure 4.5: Landmarks: Deformed grid environment represg&Em

Other than the grids, an identical approach to testing waptad to that of phase 2, with the same
start and end points being used. All variable values werédapstant, but only memory with a decay
of 0.5 was investigated at this stage. The only modificati@uento the algorithm was the inclusion
of landmark familiarity in the cost calculations where appiate.

4.2.2.2 Results
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Figure 4.6: Landmarks: Route Length as a Percentage of&fidtbute Length as Familiarity In-
creases

As with the decaying memory in phase 2, Figure 4.6 indicaias increasing the familiarity of
the route has little or no effect on its length. This is a hjgihésirable outcome, especially when the
results shown in Figure 4.7 are examined more closely. Fdr basic (Figure 4.7(a)) and memory
(Figure 4.7(b)) heuristics, the levels of route familiashow small but significant increase across all
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approaches, indicating that more known components arg lisied. The biggest rise is found in the
Shortest Path heuristics, with the familiarity variatiantgerforming all of the other methods.
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Figure 4.7: Landmarks: Route Familiarity

Figure 4.8(a) shows a near identical series of results éordbte length when compared to those in
phase 2, with only a slight increase in the performance of tigjest Leg First + Familiarity heuristic.
As illustrated in Figure 4.8(b), only small differences atso seen when examining the number of
turns metric. Here the Shortest Path + Familiarity seemswe the largest gain in suitability.
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Figure 4.8: Landmarks: Route Metrics

4.2.2.3 Discussion

The addition of landmarks to the environment increasesahmlifarity of the routes created without
extending their length. This is a very useful observatiamj gives justification for the use of an
environment with a sufficient level of complexity in thisusation. In most cases landmarks can be
seen from a number of nodes and links, meaning that theidi&aity can be increased by different
routes which have no intersections or common componentsyadtaer type. This is a unique attribute
amongst the components of this level of environment, mattiegn particularly applicable to the task
at hand.
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4.3 Phase 4- The User Simulator

User simulation provides an automatic way of evaluating/#iiglity and robustness of a route without
human intervention, by mimicking the behaviour expecteal i&fal traveller. It also allows the stability
of the solution to be tested against individual componeftsuman error, and variation of each of
these elements without the need for several test subjelis phase uses typical wayfinding errors as
a post-creation evaluation step, examining the the diftereutes constructed to select the best.

USER
SIMULATOR

WALK THE

ROUTE GENERATE
ENVIRONMENT ool
REPRESENTATION j ORReaT T

YES

CREATE FORGET REQUEST NERAT RETURN
DIRECTIONS || SEQUENGE | 7| DETAILS | *| MOVE MOVE

NO GENERATE I
CORRECT

END

___________________________________________________________________

Figure 4.9: User Simulation: Data Flow

The user simulator is designed to approximate the behawbarhuman in a real-world exper-
iment. To achieve this it follows the same series of steps asldvbe expected in a wayfinding
experiment using actual individuals (as shown in Figure #king the map and directions, process-
ing them into a series of moves, and then traversing the rdatéhis case there are three separate
inputs:

e Environment representation - model of the area to be traders

e User memory - a priori user knowledge of the routes and enmient involved in the task.

e Directions - transfer of information about the route to béofwed from the tester to the user.

From these a sequence of moves is formed, and the effectseofoda during this process simulated.
Once the sequence processing is complete, the algorithmages walking the route by iterating
through the following three steps until the end of the roateeached:

1. The system requests the next move from the user.

2. The user either provides a move from the information mhediby the sequence, or an incorrect
move generated by the error functionality.

3. The system checks the move provided by the user againseitenove in the actual route. If
the two aren’t the same it corrects the user, giving it thaaanove from the route, and records
details of the error.

In addition, if valid, both correct and incorrect moves carstored in the user memory if required.
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4.3.1 Producing Directions

Directions are one of the main ways of transferring infoiioraibout a route [27], in this case to ei-
ther a virtual or human user. To be useful, they must contairias of locations, relevant landmarks
(where available) and actions. In order to achieve a salutibich successfully completes this task,
the format of the directions must be carefully considerelgeyTneed to be both readable by humans,
and contain enough information to be applicable to the usaulation. The simplest way to accom-
plish this is to convert all the relevant data for each step@lhis route into sentences representing
the location, action and landmark concerned. It is impartaat enough information is provided to
enable the user to successfully navigate between the sthdestination points without including un-
necessary detail [8, 9]. Including more than one landmark raduce the likelihood of errors being
made, but increases the amount of information that has tethmed by the user, and may complicate
things sufficiently to be detrimental. As there may be mangiaarks available for any given node or
link, the most appropriate must be found by examining stigrfgmiliarity and position. The output
of this process is a series of sentences such as:

At node66 Turn left onto pati225by landmark339.

4.3.2 Creating the Sequence

Given a set of directions, the user simulation must convestdata inot a format that can be used to
trace the route through the environment. It does this as sti@low, producing up to four elements
for each step.

At node66 Turn left onto path225 by landmark339.
—_ —_——— N———
LocationID  Action SupplD LandmarkID

As indicated, the next route component is given as a suppiamelD, and used as a type of two
dimensional or structural landmark. This is useful for@asi where no other landmark is available.

When the sequence is complete, the algorithm applies a dévelgetting equal to the supplied
percentage. This is done in a realistic manner, affectisdahst familiar elements first. Initially, the
location and supplementary IDs are removed, leaving omlgifgarks and actions. In this implemen-
tation of the user simulation, these are sufficient to treeéhe route with a small number of errors.
If the required level of forgetting hasn’t been reachedmelets in which no turn occurs are deleted
from the sequence. Finally, the remaining elements are vechaccording to their familiarity. The
resulting series of moves are then passed to the next stdlge simulation.

4.3.3 Adding User Errors

Table 4.3 shows a list of the types of errors, the likelihood dach to occur, and the method of
simulation. These are all typical wayfinding problems emtered by people in both known and
unknown environments [40], and are used to create a spefgfietlof inaccuracy.
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Error Percentage Applicability Simulation Method

Wrong Turn 35.5% All nodes. If turn is left, go forward or right. If turn is right
go forward or left. If no turn, go right or left.

Missed Turn 17.2% Turning node only.| If turn is left or right, go forward.

Selection Error | 16.1% All nodes. Return a random link.

Misconception 10.8% All nodes. Return a random link.

Location Error 9.7% All nodes. Return a link from the same node other than tf
correct one.

Premature Exit | 7.5% All nodes. Return a null pointer indicating the end of the
route.

Exit Failure Error| 3.2% Last node only. Return a link from this node.

Table 4.3: Error percentages and methods.

Not all of these errors can be made anywhere on the route,ramibst cases can only occur if
the current component is a node. For this phase of develdprifi¢ine current position is on a link
then a random node is returned, as any further processinfglwoe a similar response. Some types
of mistake are affected by the user position such as theaikité (which can only be applied on the
final node for this simulation) and missed turning error (igqg a change in direction at that point).
Although returning a random link for each type of mistakeoatsed with nodes would produce a
similar effect, the methods specified permit valid movesgéhwhere the suggested component is
attached to the current location) to be recorded in user meifi@quired. Wherever possible, known
links are used in preference to unknown alternatives. As fidssible that no mistake is actually
created during this process, if no move is output the algaritises any known information in the
same way as it would for a correct move.

How and when errors are made can also be dependent on howafaaril individual is with
the current location. As alluded to earlier, object rectigniis an important part of the navigation
task both for familiar and unfamiliar routes. If a locatioanniot be recognised by any or all of its
components, then an individual is far more likely to feebdisntated and therefore make an error. To
replicate this effect, a combination of the familiarity bEtcomponents to the user and the strength of
the landmarks involved is used to produce a recognitiorofadilised to reduce the probability of an
error occurring.

4.3.4 Wayfinding Assumptions

As with a human, the simulation will make various assumiatong the route if the information
required is not present. Although there is very little stifenproof, it has been observed [28] that if
directional data is missing at a given node, a human willycatraight on. The virtual user mimics
this behaviour as long as there is some indication that it ris the one listed in the sequence. If
no details of this node are given, it is assumed that the rodgssing from the route and a new node
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is inserted with a ‘forward’ instruction. This allows forrdctions being given only at turning points
without the intermediate points returning an error.

Additionally, all information within the sequence is comga with that available on the map
for each decision. This approach will discount a single reifranore details indicate the correct
component. Despite this advantage, it may give contragiatwves at various points, meaning that
system has to guess. In these cases, preference will betgities IDs supplied by the sequence over
any found from the action, removing issues with more thanliokeéoeing possible if turning at certain
nodes.

4.3.5 Evaluation

To select the most appropriate route between two pointssyteeeEm must evaluate the performance
of each solution against a suitable metric. This measurectvasen to be a combination of not only
the number of errors occurring for each route, but also tiséitipa of the first mistake. Although the
use of the first of these attributes is obvious, the lattay bés advantages. The further into the route
an error occurs, the more likely the user is to be able to s=dehtination or find it by trial and error.
With these two constraints, the algorithm opts for the rauhéch exhibits the lowest number of errors
and the largest number of correct moves before the first kaista

4351 Method

As with the previous phases, as few modifications as possible made to the environment and
test process. To provide continuity, the grids created fasp 3 were reused, as were the start and
end points. The only significant change made to the processthea the heuristics were not run
independently, with all six being employed to create rofbe®valuation. Once a single solution has
been judged to be the best, it is stored in memory and usecheragge future routes. This storage is
performed with no simulated errors, recording only compdsién the route supplied.

Experimentation was performed with many grids and startemi points, for various levels of
forgetting and inaccuracy. It was found that for values &40% for each, the number of errors
generated was larger than if an empty sequence was supptiealvoid this and still give a suitable
level of spurious moves, values of 30% inaccuracy and 30%efting were selected.

4.3.5.2 Results

Figure 4.10 shows how the number of errors generated fortgpetof route affects which is selected.
It is clear that the Minimum Turns solutions produce the fetnesroneous moves in the majority of
instances, and this is reflected by the number of times thatoiites are selected. Although the
relationship between these values is obvious, the commettithe case of the Shortest Path heuristic
is much less clear. Despite producing some of the highestdaf mistakes, it is the second most
selected solution. This indicates that the errors mustraoeich farther into the routes produced than
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all of the alternatives. One unexpected result is the lowcsien rate of the familiarity heuristics.
There may be many explanations for this, but the two moshylikee that there is a lack of overlap
between the stored and requested routes, and the pogslmlitthe basic heuristics are using the most
familiar components, producing identical solutions tartiheemory counterparts.
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Figure 4.10: User Simulation: Route Selection Metrics

By allowing the system to select any one of the six routes igeee, the heuristics are no longer
being tested independently. This means that there is ndibembe gained by examining the length
or complexity of all the routes created. Instead, the vabfdbese metrics for those selected by the
system to be the ‘best’ solution for each start and end poilhtoer considered. Figure 4.11 shows
these comparisons.

From Figure 4.11(a) it can be seen that over 90% of the roalested have approximately the
same length as the Shortest Path solution. In the remaiasgscthe length is spread over a number of
values, meaning that the errors generated do not necgdsavié a direct relationship to this attribute.
The same observation can be made about the route complésgiayed in Figure 4.11(b).
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Figure 4.11: User Simulation: Selected Route Metrics
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4.3.5.3 Discussion

Although length and complexity play an important role in thetability of a route, they are not
the only considerations in selecting the most appropriatetisn. By using common wayfinding
errors, an alternative measure of ‘best’ can be used fouatinly the routes created. If the simulation
sufficiently recreates the behaviour of a human user, thisershould be a far more reliable measure
of suitability when searching for a cognitive solution. dtassumed for the purposes of this project
that, despite being limited, the level of imitation proddd®sy the algorithm is adequate for the task.
This could be improved through the use of line-of-sight ttufa components, or memory to help
replace lost information.

For the sake of simplicity, during this phase routes arerdEmb without error once they are se-
lected. A more realistic approach may be to utilise the uigeunlation functionality for this purpose,
allowing a small number of incorrect moves to be stored. iRpduitable values for the inaccuracy
and forgetting required by this process, along with the estgyl improvements, were beyond the
scope of this project.
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Chapter 5

Phase 5— Real World Application

5.1 A Brief Introduction

Although artificial environments are ideally suited to depéng and testing route creation techniques,
they are not truly representative of the conditions expegd in real world settings. They have
links of equal length connecting at perfect right angleghva maximum of four links leading to
every node. Regrettably, in genuine urban surroundingsetkectness is rarely the case, with curved
paths producing links with lengths far exceeding the Eediddistance between their start and end
points, and many of them joining a single node at a varietyifférént angles. These imperfections
make converting the environment into a suitable model grolbtic, and may significantly affect the
behaviour of algorithms creating routes through it.

This phase will examine how data was collected from frequsetrs of an urban site, and how
this information was utilised to determine the most impatrfaatures of the environment, and which
regions are more commonly travelled. Secondly it will ithage that a simple approach can be used
to construct a deformed grid from a map of the area selectedi,haw the data collected can be
used to influence the details held within this model. Finatlyvill look at the effects of using this
representation to generate routes, and how these vary frose suggested by human participants.

5.2 Constructing a Real Environment

As this project is designed to be run on real-life data, aablét environment had to be chosen. The
University of Leeds campus was selected for its conveniendevariety of environments, providing a
range of urban habitats in a relatively small area. A detaiprof the region to be considered is given
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in Appendix C Figure C.1, showing features from large clpssaced buildings to open playing
fields.

5.2.1 Data Collection

After defining the area to be used, the next step is to inwvastigow regular users traverse this envi-
ronment. By collecting this information, the most commotvelled path and well known features

can be found and utilised to reduce the complexity of theasgmtation. Diaries are a widely used and
accepted method of collecting data in this field. They avomia of the most likely issues associated
with the process, whilst still providing a sufficient levéldetail.

5.2.1.1 Method

To collect the required data, eight participants were $etband each provided with a diary in which
to record their movements around campus during a singleldagdition, they were given an outline

map showing the main buildings and pedestrian areas, armd dskdraw the routes they traversed
wherever possible. This two-fold approach was implememtegain a large amount of data with

minimal inconvenience to the test subjects. By combinini Imeethods of collection, the advantages
and disadvantages of each can be compared. Examples ohleadiaty and map used are shown in
Appendix C.2.

5.2.1.2 Results

In the majority of cases a significant amount of useful infation was produced, allowing the many
attributes of the environment to be identified. Table 5.k githe start and destination points given
by five of the subjects involved. The initial entry in eachuwmh is usually considered the original
departure point, with each location thereafter correspantb the end point of one route and start of
the next. As can be seen, there is some overlap of locatittheugh it should be noted that even for
identical points different routes may have given by segaradividuals.

By collating the routes, a number of landmarks used for radirig around areas of the campus
were found, Table 5.2. These were established by examihatekt surrounding a route action for a
visual reference accompanying it, these cues are assunbedite landmarks used to locate a change
in direction. They vary in size, distinction and type, aneéxectedly include districts such as old or
new buildings.

Although the diary approach was successful, the route digawias far less productive and data
from this approach was discounted at this point. In addjtesmall number of participants were
also asked to provided directions between points which tiaglychosen. The following is one of the
submitted passages:

"Union to Electrical Engineering: Go up the stairs and outetimain entrance. Walk
across the plaza towards the Great Hall. Cross the Workesisrcnext to the great hall.
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Participant 1 Participant 2 | Participant 3 Participant 4 Participant 5
MSc Study MSc Study MSc Study Charles Mo Entrance
Parkinson B11 Parkinson B11| The Edge EC Stoner MSc Study
Msc Study Student Union| Parkinson Union Building | Parkinson B11,
Shop Building
Roger Stevens Careers Centre Ziff Building Elec Eng MSc Study
LT8 Accom Office
Engineering MSc Study Union Building | Union Building | Student
Houldsworth LTB Counselling
Equality Liberty EC Stoner Dol | Charles Mo MSc Study
Service Building Ce Vita Cafe
MSc Study Roger Stevens Entrance
Irene Manton
Cluster
Old Bar Careers Centre
Brotherton
Library
MSc Study

Table 5.1: Start and destination points from gathered data.

Landmarks
Edge Alley Shop
Car Park Chem Block Cromer Terrace
Library Worther’s Court School of Psychology
Social Sciences cover Green Business School
Walkway Velo Campus Music Department
Ziff Building EC Stoner Roger Stevens Building
Union Parkinson Building Equality Service
Clarendon Place Cafe Geography
Whetton School of Mathematics George’s Field
Stairs / steps Toilets Modern building
Red route Gateway Old buildings
Michael Sadler Building

Table 5.2: Landmarks found within the gathered data.
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In the back right corner there is an archway that leads to @p&bllow the path through
the buildings. Keep left at Estate Services, and go up thpssteWoodhouse Lane. At
the sidewalk, go left, then up the steps to the door of Ele¢’ Eng

As can be seen the majority of these directions correspoidtion-location pairs which should be
perfect for comparison to the routes produced by the alyoritFig 5.1 illustrates the data collected
by the whole process (shown in Table C.2 and Table C.3 in Agige@) when it is overlaid on the
campus map. It shows that although University of Leeds Canigpfairly large and complicated, the
area covered by all the test subjects within a single day ite gmall. Most of the routes invioved
extend from a single, widely used thoroughfare running ftoenParkinson building, past the Union,
on to Clarendon Road and beyond. A smaller arm branches &dbial Sciences building, and
continues down to EC Stoner.

5.2.1.3 Discussion

The method of data collection described was particulartgsssful and, although only a small amount
of information was gathered, this was deemed sufficient i;m¢hse. An adequate number of both
start and end points and landmarks were defined to assist task of converting the campus map. In
addition, despite being difficult to trace at times, a satigiry level of detail in routes was supplied
by five of the test subjects. This allowed a quantity of suéakaining and test data to be constructed.

5.2.2 Converting the Campus Map

Translating a real environment into a format suitable fig #ystem brings its own dilemmas. With a
motor vehicle, the features which can be traversed aredind roads, car parks and similar structures.
When considering pedestrian movement, those restrictionsot apply. They can travel far more
freely through environments [11], using alleyways, traakd even corridors inside buildings to reach
the required destinations.

Secondly, the maps themselves may introduce their ownuliifés. Even the best two and three
dimensional representations rarely show the true compl@tian environment, indicating only the
locations of buildings and other significant features [J#]ey omit barriers such as walls and fences
which can halt pedestrian motion, as well as tunnels andwagl& below structures.

To overcome these issues, a set of rules should be definedlfowied when constructing a grid.
These should be designed to reflect the level of detail reduim some areas whilst allowing for
complexity to be removed where it isn’'t needed.

5.2.2.1 Method

To establish the traversable features, a walk of the retemagas of campus was performed. Paths,
trackways and underpasses were marked on a map, along witimgentrances and other accessible
features. Particular attention was paid to the areas destin the data collected, but only paths
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Figure 5.1: lllustration of all of the participants’ routitem the collected data.

that would be considered as navigable by the casual obseNemroutes which included passing
through buildings or fully enclosed walkways were allowiedjuding the use of the ‘red route’. For
routes not mentioned by the test subjects, only the mainsread thoroughfares were indicated,
providing simple alternatives to those given. Combininig thap with the one shown in Figure 5.1,
a deformed grid representing the appropriate areas of camvpa formed. To be compatible with
the route creation functionality, it is important that lém@nd angle information is retained by this
process, and used to augment the components created.

Although many landmarks were gathered from the user diagiely those essential for creating
sensible routes were added and restrictions on their nuwdrernecessary due to the tight time restic-
tions placed on this project. Defining distances and sthenfitr this type of feature is difficult, and
these values were chosen in a fairly arbitrary manner fasdhbat were included. To provide further
information to a human user, links and nodes were given narhegever possible, with multiple links
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having the same label if they belong to a single path.

5.2.2.2 Results

Figure 5.2: Grid created from the campus map.

Figure 5.2 shows the grid created by employing the rules anckdures described. Despite limits
on complexity, 107 nodes, 133 links and 11 landmarks (nokethhere) are required to describe the
chosen environment. A number of the necessary nodes arg¢aigdetineate locations which are not
true decision points, but indicate the entrances to bugkliThese are essential for providing the start
and end points corresponding to those included in the diatiés clear that a number of features are
missing or incomplete, but the model should be sufficienttierconstruction and testing processes
required by this project.

5.2.2.3 Discussion

This process shows that even for a restricted environmesgamplexity of the grid required to fully
communicate the environment increases dramatically ag uhetiails are added. Despite containing
many nodes and links the model created during this phas#l igesy basic, giving only an adequate
representation. This is sufficient in this context, but tgiiove the quality of the environment, many
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more landmarks should be included. Time restrictions iregam this exercise meant that it was not
possible to extend the model in this way.

5.3 Evaluation

As the algorithm is now complete, and a grid formed, this fppladhse focuses on the system’s be-
haviour when faced with a real environment. This was an itgmbrtest for the application as the
previous artificial representations contain only perfeetna information, with all link lengths set to
a length of one, and a maximum of four connections for eacte nddbdifications to the route cost
functionality were anticipated but proved unnecessarg, the existing algorithm was retained in its
entirety. One addition was made however, with a set of reat dgections being created for each
selected route. These were formed using the names of thes nlimles and landmarks, rather than
their IDs.

5.3.1 Method

The grid formed in phase 5 was translated into an appropeatdile as required by the system, and
for the initial stage of testing, 20 start and end point paiese randomly selected from the nodes
available. Test procedures from phase 4 were repeated,sudta check the algorithm for correct
execution.

Once the validity of the system had been established futdsts could be completed, with at-
tention shifting to the user supplied data. Informationriréive of the collected diaries (shown in
Table C.2 and Table C.3, Appendix C.3) was converted inttesyuand these were used to replace
the random start and end points. To create the maximum anaodurdining data possible, all but
one of the relevant user routes were stored in memory belfiereoute creation process began. The
remaining example was used to supply the required start adgeints, with the procedure being
repeated for each route and each user. Solutions suggsstieel #lgorithm were then compared with
those actually used by the test subject.

5.3.2 Results

Figure 5.3(a) shows the errors generated by each route typhi$ real environment. Compared
to the previous grids, there appears to be a far larger spretite number of mistakes across the
majority of the heuristics. Unlike the artificial environnts, the best approach is the Longest Leg
First + Familiarity, with the Minimum Turns routes comingsacond. When combining this with the
second selection criteria however, the situation changempletely as shown in Figure 5.3(b). Despite
producing fewer errors, none of the routes generated by dngdst Leg First heuristic were selected
as the best between the two given points. This means tha thissakes much occur far earlier than
those in the solutions from the other approaches.
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Figure 5.3: Random Routes: Route Selection
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Figure 5.4: Random Routes: Selected Route Metrics

The selected route metrics illustrated in Figure 5.4 arectly comparable with those in Figure
4.11, with almost no noticeable variations. Again over 90Rthe routes have between 100% and
120% the length of the solutions produced by the Shortest Ratristic. Also, almost 70% have
a complexity of 150% or less, with regards to the number afdwithin them, compared to those
produced by the Minimum Turns heuristic.

Figure 5.5 shows how the behaviour of the system changes ivisesupplied with real user data.
Figure 5.5(a) indicates that the numbers of errors prodfmeeach type of route is fairly even, with
the Longest Leg First and Longest Leg First + Familiarityimgvthe best results. Unlike the other
examples, these do translate into route selections, gthoot in such high numbers as expected.
This can be seen in Figure 5.5(b), as can the increase in thbemof routes created by the familiarity
heuristics which go on to be judged as the most appropriat@647% this represents almost a 10%
increase over the figures found for the random routes, arib% higher than the results of phase 4.

When examining the routes suggested by the system agairsst #iated by the user, Figure 5.6
shows that in 36.67% of cases they were identical, and in @jenty of those remaining they have
more in common than just the start and end nodes. This is hihae would be expected by pure
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chance, and may indicate that the algorithm is performinlyj despite its limitations and small train-
ing set. Equally promising are the metrics of the routes peced, shown in Figure 5.7. All but three of
the routes generated have lengths less than or equal toghsuggested alternatives (Figure 5.7(a)),
and only four are more complex (Figure 5.7(b)).

5.3.3 Discussion

The first stage of testing during this phase proved that therithm performs as well for a real
environment as it does for an artificial one. This was soméwhgprising as issues associated with
varying link lengths were expected, and indicates the théeroreation heuristics are robust enough
to cope with this kind of change.

The user data tests produced equally successful resultsthei suggested routes being valid and
usable in most cases. Increases in the selection of sduti@ated with a familiarity based heuristic
shows that a more cognitive route is found to be the most gpjatte in a higher number of instances.
This may be due to the amount of training data provided bedayeroute construction began. In all
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Figure 5.7: User Routes: Selected Route Metrics

of the previous tests the user memory was initially emptghwoutes being added as they are created.
This factor means that only a solution constructed with aclygisase 1 heuristic can be selected for
the first route, and that several more may have to be storenebefiough relevant components are
present. In the current scenario, several user routes erddpded’, allowing familiarity to play a
role in the creation of all possible solutions. An altermatexplanation is that the overlap between
routes is greater. The data collected indicates that usessrsing known routes tend to prefer the use
of particular route components, as suggested by Kuipefls [Pdis behaviour would give a higher
proportion of relevant links and nodes which have a faniifiaralue greater than zero.
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Chapter 6

General Discussion

6.1 Other Work

Although the phases discussed so far were completed andqaddome promising results, not all
work attempted during this project was quite so succes$tubre are two instances where work was
begun and then abandoned, or where the resulting outputngasisfactory. The first of these occured
during proposed work to extend the functionality of the usemory. This expansion aimed to in-
crease the level of detail of the route knowledge storedy mtempt to replicate more of the processes
involved in the formation of a cognitive map. It was envisgdrthat this additional information could
enable the reuse of known routes, and assist in improvingehaviour of the user simulation. Work
on the user memory itself was completed, but the additiondé cequired to integrate and utilise this
resource was not started due to its complexity, and the tsiictions on this project.

A further example of unsuccessful implementation was thditiadtal work carried out during
phase five, which attempted to produce directions that wéfigignt to assist a human user navigat-
ing the university campus. These directions were createddoh route constructed, and were then
checked to ensure that sensible routes had been selectedf.oftbe outputs were found to contain
sufficient information to enable a frequent user to tracertlute suggested, but were inadequate to
allow a visitor to navigate between the required start amtiperints. Many of the problems with these
instructions came from the lack of landmarks in the repriegiem of the environment, but some were
due to the far bigger issue of superfluous and irrelevantimédion. Much further time and work
would be required to overcome these difficulties, and theyitiof suitable directions was abandoned
after only the initial results had been gathered.
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6.2 Conclusions

This project has successfully constructed a system whiek asognitive approach to find the most
appropriate pedestrian route between two points, produgisolution which is applicable to both
individuals with a loss of wayfinding skills, and those in newrroundings. It has achieved this by
determining the cognitive principles to be applied to thebbem, constructing a suitable model of
the environment, and implementing an appropriate routdymton algorithm. In addition, a suitable
evaluation tool in the form of a user simulator has been etkadnd an appropriate data collection
technique identified and employed. This implementatioovad| several observations to be made, and
a number of conclusions to be drawn.

By examining previous research, this report has shown ttatynfactors affect human route
choice, supplying criteria on the selection of pedestriayfinding solutions in a variety of envi-
ronments. The initial phase of development assumed thatabiienvironment representation can
be created by using a deformed grid composed of Lynch’s [@&tufres for a basic level of complex-
ity. Taking this approach, a number of artificial environitsewere generated and used to develop and
test the route creation functionality. As cognitive priples were incorporated into the system, the
model was increased to represent the sufficient, but stogiped of the full level of complexity. The
outcome of the process indicates that suitable routes candoleiced without the need to include all
defined features within the environment.

Length, complexity and familiarity have all been identifiasl attributes which play pivotal roles
in this process, and the work here has shown that by adaptirgdl &nown route-finding algorithm to
consider these characteristics, they can also be sucltgssfiployed to create suitable routes through
urban surroundings. Early results showed that the trawitiapproach of selecting the shortest route
between two points may not produce the most appropriatdi@olin a relatively large number of
cases, and that using more cognitive criteria may incrdeseitability of the routes selected.

It was illustrated that through the storage of informatianemvironmental features experienced
during wayfinding, the solutions suggested by the systenmbeavaried automatically to consider a
user’'s knowledge of their surroundings as it increases. réhalts from this phase show that this
type of adaptation can have undesirable effects on bothotlite tength and complexity, but that by
allowing the stored information to deteriorate over tinese drawbacks can be limited to acceptable
levels. In the following phase it was also discovered thaadiging landmarks to the representation,
the level of familiarity can be increased with no accompagyiise in the values of the remaining
criteria.

Evaluation through user simulation has been shown to peoattbquate measures of task perfor-
mance by introducing human wayfinding errors and the los®t&ilkhrough forgetting. This virtual
walkthrough technique allows many of the different cogritaspects of wayfinding to be replicated,
and allows a more psychological approach to be taken in materg the ‘best’ pedestrian route
through an environment. It has indicated that althougherahtiracteristics are used to affect the suc-
cess of this simulation, by combining these and other civgnjiirinciples a more appropriate measure
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of suitability can emerge.

Many problems with collecting suitable data have been ifledtin previous studies, but the
method taken by this project produced surprisingly sudaksssults, with the majority of test subjects
providing a large amount of useful information. Howevexesal problems were experienced when
attempting to produce a suitable model of the university pasn mainly due to its complexity and
the time restrictions imposed on the project. Despite thisfinal phase showed that the system was
robust enough to produce similar results on a real enviromnoethose found on with artificial ones,
and that by comparing these to the routes gathered by thecdli¢ation process it could be shown
that a number of the routes were identical. Where the tweditf, the system suggested solution was
comparable to if not better than that supplied, when exadhivieh respect to the defined metrics.

In general, this project has shown that psychological jplas can be applied to wayfinding tasks
in a way that produces a more coginitive solution than thihosfgprtest route selection alone. Futher-
more, that by simulation of human wayfinding errors and othé&takes, suggested routes can be
successfully evaluated for their suitability, and that by tise of an appropriate representation of the
environment, this sytem can be applied to real as well aficitisurroundings.

Future work in this area may take several different dirextjdrom investigating specific variables
within the system, to extending the functionality of exigtielements, and even adding suitable visu-
alisation modules. There are a number of thresholds andaraeswithin the application which merit
closer scrutiny. Values such as that used for decay in thremsory could be examined to determine
their most effective level, or whether varying those in thete cost functions could give more robust
results. The work that was begun on the storage and reusewléaige could be completed, as could
the functionality to produce usable directions. With smadidifications, attributes such as the acces-
sibility of areas to wheelchair users could be integratéadl tine route creation algorithm, adapting the
existing heuristics or leading to the development of newsdnéncorporate this characteristic.

An alternative course may be the creation of a suitable faterfor collecting data about the
environment and how a human user travels through it. In imdithe selection and development of
an appropriate method for presenting the resulting roatdiset individual, with one approach to this
being through the use of external mapping functionalityhsag Google Maps [19].

6.3 Project Management

As mentioned in the introduction, several significant cleanigad to be made to the project schedule
after work had begun. Many of these were due to the numbeagéstof development not having been

fully established before initial implementation startbdt others arose from over- or under-estimation
of the time required for the individual tasks. Each of thesmlifications were made in advance of

the exercises involved, and the project plan updated a®ppate. Both the original and amended

timetables are shown in Appendix D Figure D.1 and Figure D.2.
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The first group of necessary changes was directly relatetiedyppe of methodology adopted
during this project. The system was designed to be impleadeint a number of separate phases
using an iterative ‘design-implement-test’ approachlofeéd by a single period of evaluation. This
procedure allowed the complexity of the application to bt lup one step at a time, with different
algorithms being produced for individual aspects of thecfiomality, and then integrated into the
overall architecture. Although this was the preferred raétbf development for this project from
its start, detailed analysis of the system elements redjuiigs not performed until after submission
of the interim report, and therefore after the original sthe had been constructed. This type of
modification was expected, and the initial plan containemeséasks that were vague to allow the
timetable to evolve. For examples of this class of variajgiease look at the activities assigned to
occur directly after the user simulator milestone.

The second category of required alterations came from tiseaitulation of the time estimated
for each task. In the original plan, a lengthy period wascalted for algorithm design, but this was
later reduced to consider just the outlining of the ovengdtam, with the remaining design exercises
being amalgamated with the relevant phase implementatidaghe incremental development pro-
gressed, the complexity of adequately evaluating eachaepalement became apparent, leading to
an increase in time allotted for this process, and a redudi¢that available for further enhancements
of the system. The planned extensions were therefore cut @habandoned in favour of more pro-
ductive areas of work and indepth analysis of the existimgtionality. Additional time was also set
aside for the final report to be written, as the initial assignt was considered insufficient.

Despite the necessity for the described alterations, atkwi@s completed in its allotted time
frame. Modifications were only made to the schedule wherelatedy essential, and time was man-
aged appropriately throughout the entire project.
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Glossary

cognitive map
A mental map of the environment formed by humans to enablermétation of location and
creation of routes.. 1.0

decay
Loss of information within the user memory over time. Indésathe deterioration or decline in
stored data.. 2.4

deformed grid
Grid with a number of paths and nodes removed to produce a nwmplex, but still fully
accessible, representation of the environment.. 2.2

destination point
Location which is the aim for wayfinding.. 2.8ee alsend point

directions
Series of humanly readable instructions which can be ustrduerse a route.. 2.2

end point
Location which is the aim for wayfinding.. 2.8ge alsalestination point

environment representation
Model of the environment to be traversed.. 3.1

familiarity
How regularly a route component has been visited and hasdiesgd in memory. Gives an
indication of how well known the component is to the usen. 1.

fewest turns
Route criterion which minimises the number of turns in thateosee alsdVlinimum Turns

forgetting
Loss of detail during the process of transferring routerimfation through directions.. 2.4
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grid
Basic, symmetrical, representation of the environment ficiv nodes are fully connected by
paths to each of their neighbours. Graph representatidmeaétvironment.. 2.2

inaccuracy
Errors introduced by loss of concentration or misconceptiblocation.. 4.3

landmark
Visual reference point used to indicate that the user istliag in the right direction or indi-
cating where a change of direction is required.. 1.0

landmark strength
Combination of the prominence, singularity, prototypiyahnd content of a landmark, along
with its distance from the current location.. 4.2

link
Section of a path between two nodes.. 2.2

Longest Leg First
Similar to Minimum Turns, but the route should have the I@tdeasible distance before the
first turn.. 2.3

metric
Some specific measure of the performance of a system orthlgori2.5,see alsaoute metric

node
Decision point on the route. Point at which the user can pisinchoose more than one path.
Junction or intersection between multiple routes.. 2.2

path
A tralil, footpath, road or similar feature along which a pgidan may travel.. 2.2

pointer
Variable which contains the address of an objectin C.. 3.2

recognition factor
Single value formed from the familiarity of the current comnent, any attached components
and landmark strengths where appropriate.. 4.3

route
Sequence of route components, which when travelled thrauginder, will indicate how to
traverse from the start point to the end point.. 1.0, 3.2
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route component
Node, Link or Landmark which can be strung together in a secgi¢o create a route.. 2.4, 3.2

route metric
Some specific measure of a route attribute which allows forgarison between routes. Exam-
ples of this are route length and route complexity.. 2% alsanetric

Shortest Path
Route between two nodes in a grid which, of all possible mutas the least cost in terms of
distance.. 1.0

start point
Location at which the user begins wayfinding.. 2.2

user memory
Storage for route components and routes known to the usbewirtual user.. 4.0

user simulation
Algorithm to approximate the behaviour of a human subjeatnmvnaversing a route.. 2.1

wayfinding

Movement between the start point and destination pointyevties latter is not visible from the
former.. 1.0
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Appendix A

Personal Reflection

This project has posed one of the biggest challenges | harehad to face, but it has also brought
me a huge amount of pleasure. By managing to remain enttios@mut the topic throughout the
process, | have achieved many of the things | intended andrkefivated even through the difficult
times. | think that the most important thing | have learntidgithis exercise is that it is as important
to know when to stop as it is to know where to start. Reseagchiavious work, designing system
elements or even increasing the complexity of the functipnean be essential, but knowing when

to switch between tasks is also crucial. If one of these é&s&sds allowed to overrun or become

extremely intricate without consideration of how it will legaluated, it can affect all aspects of the
project still to be completed, reducing available time amatéasing the effort required.

In a similar way, it is easy to drift away from the goal at a taniy or produce huge amounts
of code that is irrelevant. Getting regular supervisor tngan help to avoid this, along with a well
thought out methodology, and referring to the backgrouseaesch and project aims routinely during
implementation. Even if this does happen, it is importarittoganic and to realise that if the code
is never going to fit the task, it is better to throw it away tispend many hours trying to force it to
work.

Wherever possible, break the implementation down into kemalanageable tasks, keeping each
one as simple as possible. By doing this time can be alloasibr, and any required modifications
can be completed with minimum fuss and disruption. Testueadjy, between each of these stages
if possible, as locating and fixing errors is simpler if theg aaught early before the incorrect values
or concepts are allowed to travel through the entire sysidistakes not found when they occur can
produce a ‘house-of-cards’ effect where later code reliethese errors, and correcting them involves
replacing whole sections of code.
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Allow plenty of time for evaluation, especially when buitdi a system from scratch. If there
are no previous results or datasets to compare the perfeemanyour algorithms to, then select-
ing suitable metrics and producing enough information taldish quality can be difficult and time
consuming. Also, even the best written code can behavecaltgatwhen being tested on a model
other than the one it was developed using, so it may be negessmake many changes to further
investigate or justify these observations.

Finally, the write-up will always take longer than antidigd. Start this well ahead of time and get
plenty of feedback from your supervisor, they have writtemead many papers and theses so their
advice can be invaluable.
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Appendix B

A Brief Record of Materials Used In the
Solution

No external code or datasets were used in the productioriogyistem. All work is original to the
author, and no materials, drafts or notes were providedvaraze of its start or completion.
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Appendix C

Data Collection

This appendix contains the information pertaining to thikection of suitable data from a number of
users. Firstly a map of the campus is shown, followed by tltegigian route survey employed, and
finally a table containing the data resulting from this pssce
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C.1 Campus Map
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12. Sports Hall, Svimming Fool (The Edge) & Exhibition Centre
13. Conference Auditorium
14. Worsley Building

Fublic multi-stoney car park (= ]

Free City Bus Sop e

15. Blerslie Hall
16. Henry Price Building Fedestrian Only Area [T
17. Leeds University Business School Lawne =

Figure C.1: Detailed campus map (taken from
http://www.meetinleeds.co.uk/pdfs/Cola@ampusMap.pdf).
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C.2 Pedestrian Route Survey

Aim

The aim of this survey is to collect data for a project basegextestrian routes around the University
campus. Any information provided should be on a voluntasisyand all surveys will be completely
anonymous.

Instructions

The following three pages contain tables and a map whichlghmffilled in in the following way:
Start point— this should be the building and room or area from which therjey originated.

End point— this should be the building and room or area at which the gyended.

Route— please give a brief description of the route taken betweervib points.

Please indicate the route on the map provided on the finalippgssible.

Examples

Start point— MSc study, EC Stoner.

End point— Student Union shop.

Description— Out through the door by the study, up the steps past the Edd@yid Library, under
the walkway outside Social Sciences. Left at the end andigirdhe gateway. Down the steps at the
front of the union and in through the door by Santander.

Notes

Journeys undertaken entirely within the same building doneed to be entered. Details of move-
ments once inside a building are not required. Please mralédails of any journeys undertaken on
the University of Leeds campus for the whole of one day.
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Figure C.2: Survey map (modified from
http://www.engineering.leeds.ac.uk/faculty/contdatuments/map.pdf).
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Start Point

Route

End Point

Bld
1 ]
Room
Bld
2 ]
Room
Bld
3 g
Room
Bld
4 ]
Room
Bld
5 9
Room
Bld
6 [¢]
Room
Bld
7 ]
Room
Bld
8 g
Room
Bld
9 9
Room
Bld
10 9
Room

Table C.1: Survey diary page.
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C.3 Collected Data

Participant 1

EC Stoner MSc Study

Out through the door by the study, up the steps
past Edward Boyle Library, under the walkway
outside Social Sciences, right at the end and
through the automatic door opposite the toilet.

Parkinson Building B11

Parkinson B11

Past the toilets, through the automatic door, past
the Michael Sadler Building and through the
gateway. Through the entrance to the union and
down the steps.

Student Union Shop

Student Union Lounge

Out through the door, left from the union and left
again along Cromer Terrace. Right and through th
entrance

P

Careers Centre

Careers Centre

Out through the door, left along Cromer Terrace,
right at the end, past the union and through the
gateway. Through the walkway, down the steps
past Edward Boyle and through the door into the
study.

MSc Study

EC Stoner MSc Study

Out through the door , up the steps near Edward
Boyle, under the walkway outside social sciences,
left at the end, past the union, school of
psychology and business school and then left and
through the entrance.

New Law Building

Participant 2

Charles Mo
EC Stoner
Union

Elec Eng
Union

Out gates, around Whetton, down stairs and
through courtyard

Exit from red route, tight left then up around the
side of building

Out door straight and then follow alley through
Chem building and Workers court

Out door, through Chem block alley back through
\Worker's court

Out back door, across green to gates

EC Stoner
Union
Elec Eng

Union
Charles Mo

Participant 3

MSc Study

Out the door by the study, turn left, down the stair
(near the velo campus), walk straight ahead, turn
right, take the stairs to the Edge

the Edge

the Edge

Out the stairs, straight on ahead, under the EC
Stoner, turn left, then right and straight ahead to
end point.

The Parkinson Building

Parkinson Building

Out the building by the main gates and straight to
Ziff Building

Marjorie & Arnold Ziff
Accommodation Office

Ziff Building

Out the doors, right and take the road right next to
the Ziff building, take the stairs in front of Edward
Boyle Lib, take a left and up the stairs to the
Union.

Union

Union

Out the doors, take a right, straight on to the red
corridor, at the end of of the red corridor turn right
to the cafe

EC Stoner Dol Ce Vita
Cafe

EC Stoner Dol Ce Vita
Cafe

Straight out the Edward Boyle, take a left and
down the stairs (by School of Mathematics), right
at the entrance of Roger Stevens, walk up 1 level
to the ISS.

Roger Stevens Irene
Manton ISS cluster

Roger Stevens Irene

Manton ISS cluster

Out by the main doors of Roger Stevens, walk

straight on ro reach the union, then take a left at

the end of the road and walk straight and a right

Careers Centre

Table C.2: Collected route data: Participants B.
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Participant 4

Entrance

Enter through south entrance, follow road to Edge
entrance. Take right turn, cut across the car park.
Enter EC Stoner staircase 1.

EC Stoner MSc Study

EC Stoner MSc Study

Out door by study, up stairs by library. Under cove
by Social Sciences, turn right. Down slope under
walkway, in through door.

5

Parkinson Building B11

Parkinson Building B11

Out of door, turn right, walk down past Ziff Building
follow path straight on, in through SOC staircase 1

EC Stoner MSc Study

EC Stoner MSc Study

Out door by study, up steps and round past the
front of the Union. Follow the path and then the
road. Turn left into Clarendon Place, down the roa
and in.

)
Student Counselling

Student Counselling

Out and up Clarendon Place. Turn right and
straight past the front of the Union. Turn right and
go down the steps and in through the door.

EC Stoner MSc Study

Participant 5

EC Stoner MSc Study

Out of the door nearest the study up the big steps
past equality service. Turn right and follow to brow
door in Parkinson Building

h
Parkinson Building B11

Parkinson Building B11

Out of door on south side of Parkinson Building
down steps. Follow road down past front of music
dept. Across to EC Stoner entrance 1 north.

EC Stoner MSc Study

EC Stoner MSc Study

Out of door nearest MSc Study. Diagonally across
to furthest door in side of RS Building

Roger Stevens LT8

Roger Stevens LT8

Along red route and follow to come out near
lequality service, carry straight on, turn left and go
past Union buildings, turn right then left, turn right

entrance to George's field. Cross George's field on
left hand path. Cross road and right to rotating
doors

Engineering Houldswortl
LTB

Engineering Houldswortl
LTB

Out and left. Cross George's field. Past Geograph
to main part and through arch with crest and past
jold buildings. Turn right, past grass then left and
lequality service roughly ahead.

Equality Service

Equality Service

Out of door turn left down steps left to study door

EC Stoner MSc Study

EC Stoner MSc Study

Up big steps, left just before end into side door of
old bar

Old Bar Union Building

Old Bar Union Building

Out of side door of old bar across where there's
lots of steps and along to lower door of Parkinson
Building

Parkinson Building
Brotherton Library

Parkinson Building
Brotherton Library

Out of Parkinson Building onto steps. Turn left
follow road which goes past music. Cut across to

EC Stoner and in entrance 1 north

EC Stoner MSc Study

Table C.3: Collected route data: Participants 4 and 5.
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Appendix D

Project Plans

This appendix contains the Gantt charts showing the ofigind final (ammended) project schedules.
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D.2 Final Project Plan
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Appendix E

Interim Report
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